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[57] ABSTRACT

A method and apparatus for the computation of sliding
windows and sliding window Fourier transforms and
spectrograms requiring fewer operations in cOmparison
with the current art. The sliding windows are realized
using infinite impulse response filters. If the impulse

a second filter after a period of time, the impulse re-
sponses can be canceled thereby resulting in a compos-
ite filter with an impulse response of fnite length. In
certain realizations, the infinite impulse filters have
identical components. These components can be com-
bined into a single component in the composite filter
thereby reducing the required number of computaticnal
operations. Sliding windows thus realized are employed
in the generation of sliding window Fourier transforms
and spectrograms. The windows can be modulated or
unmodulated, For unmodulated windows, the signal to
be processed is first multiplied by a discrete oscillator
tuned to the desired frequency of the sliding window
Fourier transform or spectrogram. Modulated windows
are realized with infinite impulse filters containing high
frequency components and therefore do not reguire use
of oscillators when used in sliding window Fourier
transform and specirogram circuitry. Sliding window
Fourier transform and spectrogram circuitry, com-
nected in parallel for evaluation of a number of fre-
quency lines, can also share common circuitry, thereby
significantly reducing computational and architectural
overhead, Methods and apparatus for evaluation of
temporally decimated sliding window Fourier trans-
forms and spectrogram is achieved through iterative
accumulation of intermediate results and downsam-
pling.

response of one filter is equal to the impulse response of 21 Claims, 37 Drawing Sheets
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1

METHOD AND APPARATUS FOR GENERATING
SLIDING TAPERED WINDOWS AND SLIDING
WINDOW TRANSFORMS

TECHNICAL FIELD

This invention relates to methods and architectures
for generating sliding window Fourier transforms and
spectrograms, to methods and architectures for generat-
ing digital sliding tapered windows and similar impulse
responses and to corresponding applications of these
methods and architectures. Spectrograms and sliding
window Fourier transforms are a common mode for
representation of the frequency content of a temporal
signal as a function of time. Windows are used in numer-
ouns digital signal processing (DSP) applications includ-
ing architectures for spectrograms as well as for data
smoathing and spectral estimation.

BACKGROUND OF THE INVENTION
Background Description

The theory of Fourier transformation is fundamental
to many undergraduate engineering and science curric-
ula. The Fourier transform is a method of transferring a
time domain signal into the frequency domain. A time
function can be represented by xi(t) where t represents
time {(¢.g., in seconds). If u represents the corresponding
frequency variable, with units of cycles per second or
Hertz, then X(uw) is the representation of x(t) in the
frequency domain. The most common way to obiain
X(u) from x(t) is by the process of Fourler transforma-
tion. In human speech, for example, the Fourier trans-
form of a man's voice will typically coatain lower fre-
quency components than a child's voice. Thus, the Fou-
rier transform of a man's voice as represented, for exam-
plg, by an electronic signal from a microphone would
generally have a larger magmitude at lower frequencies
than that of a child's voice. The concept of frequency
applies to numerous other types of signals also. Electro-
magnetic waves in the visible spectrum have different
colors corresponding to the frequency of the electro-
magnetic wave frequency (vibration). Thus, the magni-
tude of the Fourier transform of the temporal electro-
magnetic vibrations will, in the visible range, result in a
plot of the color components of the signal.

As explained in the tutorial, by L. Cohen in “Time-
frequency distributions—a review", Proceedings of the
IEEE, wvol. 77, pp. 841-981 (1989), there are many in-
stances where there is a need to monitor the frequency
components (or the Fourier transform) of a signal with
respect to time. This is especially important when the
character of the signal is changing with respect to time.
Such signals are referred to as nonstationarv signals.
Common speech and music are both examples of non-
stationary sigmals, A sound which does not change in
time, such as an elongated tone or the roar from a wa-
terfall, are examples of stationary signals. The tempo-
rally changing (i.e. nonstationarity) of colors during a
sun set is an example of an electromagnetic nonstation-
ary signal. The fundamental Fourier transform doas not
allow for the straightforward analvsis of nonstationary
signals, Other techniques, collectively called time-fre-
quency representations (hereinafter TFR's), are re-
quired.

Mote that humans perceive sound in both time and
frequency. Music, for example, is written as a TFR.
Notes can be viewed as a frequency representation. The
placement of these notes side by side then represents a
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temporal sequence of frequency. Spectrograms are
probably the most commonly used scientific TFR's for
representation of signals. L. Cohen in “Time-frequency
distributions—a review”, Proceedings of the [EEE, vol.
77, pp. 941-981 (1989) discusses a class of generalized
TFR's (hereinafter GTFR's). The zamogram of Zhao,
Atlas and Marks reported in “Application of the gener-
alized time-frequency representation to speech signals
analysis™, Proceedings of the TEEE Pacific Rim Confer-
ence on Commurications, Compulers and Signal Process-
ing. pp. 517-51%, Victoria, B. C. Canada, June 4-5, 1937
and in “The use of cone-shape kernels for generalized
time-frequency representations of nonstationary sig-
nals”, FEEFE Transactions on Acoustics, Speech and Signal
Processing, Vol. 38, pp. 1084-1091 (1990) is a GTFR
with quite good resolution in both time and frequency
that can be architecturally configured to use the sliding
window Fourer transform as a component.

As discussed, for example, in A. Papoulis, Signal
Amalysis, McGraw Hill, New York (1977), sliding win-
dow Fourier transforms and spectrograms are conven-
tionally computed using windows, such as Hanning,
Hamming or Blackman windows. The choice of the
window determines the properties of the sliding win-
dow Fourier transform or spectrogram well known to
those skilled in the art, This patent contains computa-
tionally efficient methods and corresponding architec-
tures for generating sliding window Fourier transforms
and spectrograms.

Signals can either be continuous functions of time or
cafl be a sequence of number generated from sampling a
continuous time signal or a processed version thereof.
Methods and architectures for processing continuous
and discrete time signals are parallel topics. Indeed, the
topics are many times tanght simultaneously at the un-
dergraduate electrical engineering level. Thus, al-
though the methods and architectures of the present
invention are deseribed herein with respect to discrete
time signals, they can be straight-forwardly extended to
continuous time by one skilled in the art.

The sliding window Fourier transform of a discrete
signal x[n)], corresponding to a window, wlk], is

L (ay
wl = N - — 2w hu
S = = ke — Ee

where u is the frequency variable and 1. parameterizes
the duration of the window. The function |S[n;u]|? is
called the spectrogram.

Temporally sliding windows can be viewed as filter
impulse Tesponses that are typically of finite duration.
Windowing is used in other applications including data
smoothing and finite impulse response (FIR) filter de-
Sigm.

Diigitally, the Fourier transform can be computed
using a discrete Fourier transform (DFT). DFT's can
be used to generate short term Fourier transforms.
When the doration of a signal to be transformed is long,
the fast Fourier transform (FFT) computes the Fourier
transform in significantly fewer operations (i.e. multipli-
cations and additions). The FFT is also used in the
generation of sliding window Fourier transforms and
spectrograms. Typically, the sliding window Fourier
transform or spectrogram is decimated in time. In other
words, the output is not computed at each point in
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3
discrete time. Rather, the output is computed every few
points in diserete time.

Recursive generation of rectanguolarly windowed
sliding window Fourier transforms has been disclosed
in LS. Par. No. 4,023,028 issued to Dillard on May 10,
1977, The basic ides of the sliding rectangular window
is best introduced by the following example. Consider
the series of numbers . . . 2,4,1,3,0,1,4,1,2,0. The sum of
the bold numbers in the series . .. 2,4,1,3,0.1,4,1,2.01s 14
The window is moved over one unit and the result is .
.. 24,1,3,0,1,4,1,2,0. The new sum can, of course, be
generated by adding the numbers again. More effi-
ciently, however, the odd numbers (4) can be subtracted
from the sum and the new number (2) added. This is the
basic concept used in the sliding rectangular window
generation of the sliding window Fourier transform.
With slight modification, exponentially shaped win-
dows can also be thus computed.

Both rectangular and exponential windows have lim-
ited application. As is summarized by W. 5. Wu, K. F.
Cheung and R. J. Marks II, “Multidimensional projec-
tion windows", TEEE Transactions on Circuits and Sys-
tems, vol, 35, pp. 1186-1172 (1988), the performance of
a window iz dictated by its resolution versus leakage
tradeoff. The most commonly used windows display a
balanced trade off between good time and frequency
resolution. The rectangular and exponential windows
do not. The rectangular window, for example, displayvs
quite poor frequency leakage properties. More typi-
cally, the numbers within the window are multiplied by
a symmetric array of numbers prior to summation. This
array of numbers is referred to as 2 window. Commonly
used windows are Hanning, Hamming and Blackman
windows referred to above. This patent claims recur-
sive computational methods and architectures for gen-
eration of such sliding window Fourier transforms
using tapersd windows.

SUMMARY OF THE INVENTION

The present invention is directed to methods and
corresponding architectures for generating sliding ta-
pered windows and similar impulse responses and their
use in penerating sliding window Fourier transforms
and spectrograms. The sliding window, an impulse
response of finite duration, is generated using two infi-
nite impulse response (ITR) filters, The second filter,
postponed through a delay line, cancels the response of
the first to yield a composite impulse response that is
finite in duration. The two filters may contain common
processing elements. A specific embodiment of this
architecture occurs when the second ITR filter is simply
2 delayed and possible weighted wversion of the first.
Then a single ITR filter can be factored from each pro-
cessor. The IIR filter, appropriately angmented with
delay circuitry to coherently cancel the response of the
filter bevond a specified time, can be used to generate
the composite window impulse response. Such is the
case when the required impulse respomse can be ex-
pressed as the superposition of causal, possibly damped,
sinusoids with arbitrary phase.

A tapered window is herein defined as any window
other than one consisting of a single exponential over a
finite window or a window constructed throwgh a cas-
cading of two or more of these filters. Included in the
definition are exponentials with zero exponent, corre-
sponding to rectangnlar (or box car) windows. Such
windows are known to have poor spectral leakape
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problems. Tapers are used on windows to improve
spectral leakage properties.

When used as components in (non-temporally deci-
mated) sliding window Fourier transform and spectro-
pram architectures, the sliding windows come in two
types: modulated and unmodulated. Reference to a
window herein without specification of tvpe, either
specifically or in context, will be to the unmodulated
window, The IR and delay components of the win-
dows can be either joined or disjoint in the architecture,
In all of the methods and embodiments described
herein, the sliding window Fourier transforms or spec-
trogram processor may be used to monitor a single
frequency line or generate frequency lines sequentially.
The window shape can be changed in real time simply
by an altération of the filter parameters. Alternately, the
processors can be placed in an array to generate the
sliding window Fourier transform or spectragram fre-
quency lines in parallel with arbitrary (e.g. logarithmic)
frequency bin spacing. The window shape and/or tvpe
can be changed from frequency line to frequency line or
can be changed in real time. In this application, for
example constant Q-tyvpe sliding window Fourier trans-
forms and spectrograms can be generated.

In parallel embodiments, commaon circuitry, such as
delay line and weightings, may be factored from the
array so that a single circnit, common to each of the
processor lines, can serve the entire array thereby re-
ducing the overall computational requirements of the
processor, The specific embodiments wherein the slid-
ing window Fourier transform’s or spectrogram's fre-
quency spacings are uniform and/or integer multiples of
the reciprocal of the window's duration require even
less computation.

In the case where a periodic replication is canceled
after one or more periods using a weighted delay, the
output contribution corresponding to the end point of
the window will not be forthcoming. Circuitry for end
point correction can be applied to compensate for the
final point of the window's contribution to the sliding
window Fourer transform or spectrogram. In certain
cases, however, end point correction need not be wsed
in the architectures sine the contribution to the overall
sliding window Fourier transform or spectrogram may
be nonexistent (i.e. in the case where the window's end
points are zero) or negligible.

The previously described methods are also applicable
to the generation of time-decimated sliding window
Fourier transforms and spectrograms, Data common to
both of twao temporally adjacent time decimated sliding
window Fourier transform or spectrogram points in
time is used to update the sliding window Fourier trans-
form or spectrogram, as before, using weighted delay
circuitry, The contribution of the new data introduced
into the window and the old data which exits the win-
dow is evaluated using sliding window Fourier process-
ing technigques some embodiments of which are in the
public domain. Parallel embodiments using this method
when the sliding window Fourier transform or spectro-
gram’s frequency spacings are uniform result in archi-
tectural simplification since one component filter can
contribute to more than one frequency line.

Any of the embodiments of the sliding window Fou-
rier transform architecture can be wsed to generate the
spectrogram. The term architecture 18 used in the most
peneral sense, and includes not only hardware, but to
the underlying method of computation, In certain in-
stances, 2 particolar architecture is presented to illos-
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trate the application of the present invention in a family
of architectures.

The sliding window Fourler transform and spectro-
gram generation methods and corresponding architec-
tures described herein are applicable to the evaluation
and display of sliding window Fourier transforms and
spectrograms for acoustic, biological, electrie, electro-
magnetic, electrochemical, mechanical and electrome-
chanical waves. Such waves are used in fanlt detection,
radar, speech analysis and synthesis, sonar, seismology,
comraunication systems and medical diagnosis. Electro-
magnetic waves include those in the visible spectrum
used, for example, in fiber optics communication. Other
electromagnetic waves include those used in radio,
computer, video and other communication signals;
radar and lidar; and the outputs from electromagnetic
imaging systems, such as microscopes or imaging sys-
tems found in cameras. Signals originating from biologi-
cal waves include, but are not limited to, those from the
cardiovascular and newrological systems of man and
animal. Acoustic waves include those found in ultra-
sound imaging, speech and sonar. Sliding window Fou-
rier transforms and spectrograms resulting from use of
this method can also be wsed as templates for pattern
recognition or as components in other signal processing
architectures, such as architectures for computing
TFR's whose evaluation requires the computation of a
SPECLTOZETAm.

Use of the methods described herein for software
simulations and hardware or firmware implementations
of sliding window Fourier transforms, spectrograms or
other processors using sliding windows can result in
simplification of computational and hardware require-
ments. Previous simulations, hardware and firmware
make use either of diserete Fourier transform (DFT)
methods, fast Fourier transform (FFT) methods or a
bank of bandpass filters. The methods described herein
fall into latter category. The infinite impulse response
charaeter of the methods described herein require sig-
nificantly fewer operations than corresponding finite
impulse response fillers to implement filter banks, vet
generate sliding window Fourier transforms and spec-
trograms that are numerically equivalent.

The resulting parallel character of the methods de-
seribed herein allow for pipe line moduolar implementa-
tion in firmware and software. The reduction of the
required number of operations results in a correspond-
ing decrease in computational complexity for software,
firmware and hardware. In addition, as discussed else-
where herein, the methods described herein are more
flexible in terms of window choices and frequency bin
spacings. Although DFT methods have these two ad-
vantages, the computational overhead can be prohibi-
tively high.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and advantages of the present inven-
tion will be more readily appreciated as the same be-
come better understood from the detailed description of
the preferred embodiments when taken in conjunction
with the following drawings, wherein:

FIG. 1 15 a schematic representation of methods for
generating sliding window Fourier transform and spee-
trograms using either unmodulated or modulated win-
dowws.

FIG. 2 iz a schematic representation of methods by
which a window or finite duration can be obtained by
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coherent cancellation of the response of an IIR circuit
beyond a certain point in time,

FIG. 3 is a schematic representation of coherent can-
cellation of a damped resonant circuit bevond a speci-
fied point in time wsing weighted delay circuitry.

FIG. 4 is a schematic representation of a digital cir-
cuit for generating a cosinusoidal response and its sche-
matic abstraction.

FIG. 5§ is a schematic representation of periodic reso-
nant and delay circuitry to generate a class of sliding
windowed Fourier transforms, including Hanning and
Hamming windowed transforms, with end point correc-
t1om,

FIG. 6 is a schematic representation of periodic reso-
nant and delay circuitry to generate a class of sliding
window Fourier transforms, including Blackman win-
dowed transforms, without end point correction.

FIG. 7 is a schematic representation of methods for
generating a sliding window Fourier transform using a
filter with the impulse response of a damped window as
tanght by the present invention.

FIG. 8 is a schematic representation of a digital cir-
cuit for generating a damped cosinusoidal response.

FIG. 9 is a schematie representation of a damped
resonant and delay circuitry to generate a class of
damped sliding window Fourder transforms, including
those with Hamming or Hanning windows.

FIG. 10 is a schematic representation of damped
resonant and delay circuitry to generate a damped win-
dowed sliding window Fourier transforms, including
those with Blackman windows,

FIG. 11 is a schematic representation of a method for
implementation of a A (lambda) filter.

FIG. 12 is a schematic representation of a A filter
using real multiples for real inputs.

FIG. 13 i5 a schematic representation of a A filter
when the input is complex.

FIG. 14 is a schematic representation of a K filter
using a bank of A filters and a K filter.

FIG. 15 is a schematic representation of two realiza-
tions of the weighted delay transfer function, D(z).

FIG. 16 is a schematic representation of a single mod-
ulated window for generation of the a sliding window
Fourier transform {requency line,

FIG. 17 is a schematic representation of an illustra-
tion of a single modulated window processor without
end point correction for generating the real and imagi-
nary paris of a spectrogram line. The squared mapgni-
tude of the spectrogram line can be generated with a
slight architecture modification.

FIG. 18 is a schematic representation of circuitry for
Eenerating a spectrogram line without end point correc-
tion.

FIG. 19 i3 a schematic representation of a parallel
modulated window based methods for generating slid-
ing window Fourier transform lines with arbitrary fre-
quency spacing.

FIG. 20 is a schematic representation of a parallel
modulated window based architecture without end
point correction for generating spectrogram lines at
arbitrary frequency spacings.

FIG. 21 is a schematic representation of a parallel
modulated window based architecture for generating
sliding window Fourier transform lines at equal interval
frequency bin spacings for Q=1.

FIG. 22 is a schematic representation of a parallel
modulated window based architecture for penerating
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spectrogram lines at equal interval frequencey bin spac-
ings for Q=2 without end point correction.

FIG. 23 is a schematic representation of circuitry for
a damped resonant circut.

F1G. 24 is a schematic representation for the genera-
tion of the sliding window Fourier transform using a
disjoint unmodulated window with the delay circuitry
at the front end.

FIG. 25is a schematic representation for the generat-
ing the a spectrogram line without end point correction
using a disjoint unmodulated window with the delay
circuitry in the front end.

FIG. 26 is a schematic representation of a methed for
parallel generation of the sliding window Fourier trans-
form at arbitrarily spaced frequency bins using a joint
unmodulated window and a single delay line.

FIG. 27 is a schematic representation of cirevitry for
parallel generation of the spectrogram without end
point correction at arbitrarily spaced frequency bins
using a disjoint unmedulated window and a single delay
line.

FIG. 28 is a schematic representation for the parallel
generation of the sliding window Fourier transform
components of a spectrogram when the frequency bins
Ie

- T
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using an disjoint wnmodulated window and a single
delay line.

F1G. 29 is a schematic representation of the parallel
generation of a spectrogram without end point coreec-
tion when the frequency bins are at

b = i
using a disjoint unmodulated window and a single delay
line.

FIG. 30 is a schematic representation of a sliding
window Fourier analysis digital signal processor to add
the contributions of new data to and subtract the contri-
butions of old data from a time decimated sliding win-
dow Fourier transform processor.

FIG. 31 is a schematic representation of IR flter
embodiments for sliding window Fourier analysis digi-
tz] signal processors to add the contributions of new
data to and subtract the contributions of old data from
a time decimated shiding window Fourler transform
processor. Here S;=s5,=j2s1

FIG. 32 is a schematic representation of an architec-
ture for the generation of Szasz component of time
decimated sliding window Fourier transform using slid-
ing window Fourier analysis processors and weighted
delay circuitry. The schematic representation of the
operation 15 shown.

FIG. 33 is a schematic representation of a parallel
connection of three weighted Szasz sliding window
Fourier transform components to generate a spectro-
gram line when the window is a Q=1 Szasz series (e.g.
Hamming and Hanning windows).

FIG. 34 is a schematic representation of a parallel
connection of three weighted Szasz sliding window
Fourier transform components to generate a sliding
window Fourier transform line when the window is a
(=1 Szasz series wherein the symmetry of the Srasz
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coefficients is used to reduce the computational require-
ments over a nonsymmetric case.

FIG. 35 is a schematic representation of an architec-
ture for a = (xi) filter and its schematic representation.

FIG. 36 is a schematic representation of a bank of =
filters to generate output sliding window Fourier trans-
form lines when the frequencies are equally spaced and
the desired window if a Szasz series of order =2,

FIG. 37 is a schematic representation of a bank of =
filters to generate output sliding window Fourier trans-
form lines when the frequencies are equally spaced and
the desired window if a Szasz series of order Q=1 and
the Szasz series coefficients are symmelric.

DETAITLED DESCRIPTION OF THE
INVENTION

Representative embodiments of the methods and
architectures formed in accordance with the present
invention for gemerating impulse responses of finite
duration are depicted and deseribed herein, The resul-
tant impulse responses of finite duration generated in
accordance with the present invention by using coher-
ent cancellation of the response of an infinite impulse
response (IIR) filter after a given interval of time are
costomarily referred to as windows when applied to
generating sliding window Fourier transforms and
spectrograms. Methods of using such filtering in gener-
ation of sliding window Fourier transforms and spectro-
grams are also described,

Interpretation of Schematics for Signal Flow. A num-
ber of signal flow diagrams in schematic representation
that are used to characterize digital signal processing
(DSP) computational architectures. Signals flow in the
directicn of the arrows. A number, a variable or a com-
bination thereof, written directly adjacent to an arrow
means that the signal is weighted (multiplied) by that
quantity with two exceptions. One exception is the
notation £ which, from the theory of z transforms,
means that the signal is delayed for J tme units. The
second exception i5 at the input or the output of the
processor when the notation by the arrow is, respec-
tively, the processor's input and output signal. In sub-
processors, the input will typically be denoted by the
seguence, x[n), and the output by v[n]. Also, x[n] will
generally denote the signal for which the sliding win-
dow Fourier transform or spectrogram is computed.

At other than the input and output, a combination,
such as (1+j)z—3, where j is the square root of —1,
means that the signal is multiplied by the complex num-
ber 14 and is delayed by 3 units of time. This, or
course, is equivalent to the weighing and then delaying,
If no number, variable, shift or combination thersof
appears adjacent to an arrow, then the signal is unaf-
fected (i.e. muldplied by 1). The signal coming from a
node (a point where two or more signals meet) is equal
to the sum of signals going into a node. If more than one
signal comes from a node, each has a value of the sum of
the signals coming into the node. Time decimation is
denoted by a boxed | N where N is the decimation
order. Repeatedly used circuits will be defined as ap-
propriately parameterized block processing elements.
Portions of processors may be isolated using & dashed
line closed curve, such as a box or circle, in order to be
referenced in the text. These and other computational
components of the description will be described as cir-
cuitry or a circuit. These terms are used in their broad-
est $ense and are hereby deemed to refer not only the to
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physical hardware associated with the computation, but
to the underlying method as well.

Manners of implementation of these flow diagrams
are well know to those well versed in the art. Arithme-
tic operations are straightforwardly performed on com-
mercially available APUs (arithmetic processor units)
and DSP (digital signal processing) chips. Delay lines
can be straightforwardly performed using digital shift
registers, as is required in commeoenly used finite impulse
response (FIR) and infinite impulse response (ITR) digi-
tal filters. Alternately, custom VLS (very large scale
integration) integration chips can be designed to per-
form the operations tanght by this patent.

Sliding window Fourier Transforms and Spectro-
grams Using Filters. The sliding window Fourier trans-
form in Eg. 1 can be written as

(2}
Smu] - :‘—ﬂ”‘“‘k 5 o wiklsfn — kJpmin—khu

= eRem i {ixfulePmeyuin]}

where * denotes the convolution operation and the
window is implicitly assumed to be zere outside of the
mferval —LEn=L. As written in Egs. 1 and 2, the
operations are not causal. Causality can be achieved by
delaying the output L units in which case Eq. 2 is al-
tered to
S{n— L) == o= 270 = L8] ()T S aa [ — L]} (3)

A method of performing this operation using complex
arithmetic is shown at the top of FIGG. 1. The input
signal, x[n]110, is multiplied 115 by a complex sinosoid
120. The produce then serves as the input into a digital
filter 140 with impulse response, w[n—L]. For reasons
which will be made clear, this impulse response will be
referred to as an unmodulated window. The filter out-
put 15 multiplied 125 by a temporally varyving complex
sinuzoid 130 to produce the sliding window Fourier
transform 135, The post multiplication term 130 is
expl —j2m{n—L)u)=exp{—j2mnu} x exp{j2eLlu). The
term exp(j27Lu) term, could be moved from the post-
multiplication 125 term 130 to the premultiplication 115
term 120, or, for that matter, could be a weight at any
point in the signal flow.

Inm many cases of interest, the spectrogram is needed.
The square of the magnitude of Eq. 3 can be written as

| 8T —Lou] | *= [ (eafn— L]o 7= x]m) 2 ()

where, if s=e-+jk, and both ¢ and k are real, then
|s|?=e230 k2, The real number i is arbitrary. It's effect
along with the post multiplving complex sinusoid 130 is
annihilated by the magnitude squared operation since,
for real p, the relation |exp{—j27np| =1 follows. When
only the spectropram is required, a processor shown in
FIG. 1 can be used. An input 142 is again premultiplied
145 by a complex sinusoid 150, The product 15 fed into
a digital filter 155, the impulse response of which is the
desired shifted window, w[n—L]. The magnitude
squared operation 160 is performed on the filter's out-
put. The result of this operation is the spectrogram 165
as given in Eq, 4

The shding window Founer transform in Eq. 1 can
also be written as

S[icu]=ca[m;u]*2]n] (3)
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where the modulated window, wln;u), is

m[h.'u]:n.-[m]d'ﬂ"’"“ {l&j
By shifting the output L units, the operation is made
causal. Then, Eq. 5 becomes
Sr— L] =afn— L] *x{n] n
As shown in FIG, 1, an embodiment of architecture 1o
generate the sliding window Fourier transform corre-
sponding to Eq. 7 simply requires that the input 175 be
fed into a digital filter the impulse response of which is
the modulated window 177. The cutput 179 is then the
desired sliding window Fourier transform.

The spectrogram corresponding to Eq. 7 is

| ST Lu] | Fom [{uedm = Eou] o™= 7% 2n] |2 (8)
where, as before, 118 an arbitrary phase term. The input
181 is fed into a filter 183 with impulse response
wlnulexp(j2min). The flter's ocutput is magnitude
squared 185 to generate the spectrogram 187.

Windows From Coherent IIR Cancellation. The
present invention is directed to methods for generating
the windows and similar filters with finite temporal
duration whose impulse responses are generated by the
coherent cancellation of the responss of an IR filter
beyond a certain point in time, A general overview of
this operation is shown ar the top of FIG. 2. A discrete
impulse {(or Kronecker delta), §[n], is one for n=0 and
is zero otherwise. The response 209, yi[n], to a Kro-
necker delta 205 input into a digital filter 207 with im-
pulse response hyfn], is shown and, appropriately, is
termed the filter’s impulse response.  Clearly,
vilnl=h[n]. A filter will either be referred to by its
impulse response or by its transfer function. If the fil-
ter’s impulse response is not finite in duration, it is ap-
propriately termed an ITR filter.

Consider a second IIR filter 213, hy[n], whose re-
sponse 215 to a Kronecker delta 211 is w2[n]=ha[n].
Furthermore, assume that, for n=6,

Jalrn—6l=pi[n] )]
In other words, shifting y2[n] six units to the right in
discrete time vields an identical signal to vi[n] for nZ6.

Twuo filters can then be connected together in parallel
with ha[n] connected in series with a delay line 222 of
six umits. The delay line, as shown, also inverts the
signal {i.e. multiplies it by —1). The result, then, is a
compaosite filter 220 whose response 230 to an impulse
215 is equal to ¥i[n] for n<6 and iz zero for n=6. The
response of hy[n] has been coherently canceled by the
delaved response of hz[n].

As an example, consider the impulse response of the
following IR filter,

¥ (10
M} = ;E[ et e n]

where the p,s and s;'s are constants, possibly complex,
the if's are finite nonnegative integers and pn] is the
unit step function (=1 for n=0 and 0 otherwise). Such
a filter can straightforwardly be crafted by one skilled
in the art. An [IR filter with impulse response
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can likewise be constructed. Indeed, some of the same
circuitry used in Eq. 10 can be made common to both
hi[n] and ha[n]. Both hy[n] and ha[n] are fed the same
input. The output of ha[n] is placed into a delay line of
duration M. The delay line curput is subtracted from the
output of hy[n] to produce a filter the composite impulse
response of which is

Aln]=Hln]—fa[n— N (12
The impulse response, hin], is equal to that of hy[n] for
O0=n=N-—1 and is zero thereafier.

Periodic impulse responses. Coherent cancellation
can be straightforwardly achieved if the filter hi[n] has
a causal periodic response. The filter is then referred to
as a perniodic resonant circuit. To illustrate use of this
method, suppose that, in FIG. 2, the response 236 to an
impulse input 232 to a periodic resonant circwit 234 has
a period, as shown, of four. Thos, for n=N and N an
integer, ¥[n—4N]=y[n]. To cancel this impulse re-
sponse for n=4, and second filter, hp[n], is required
whose impulse response is y[n—4] 238, This can be
done by delaving the response of the periodic resonant
circuit 234 by four units. Therefore, the periodie reso-
nant circuit 244 can be connected in cascade with delay
line circuitry 248 (containing an inverting four wnit
delay line 246) so that its impulse response coherently
combines with a delay of the same impulse response,
The result is a circuit whose response 250 to an impulse
242 is the desired y[n] — y[n—4]. As showan, the compos-
ite impulse response 240 is finite in duration. The spe-
cific case of y[n]=constant (corresponding o a rectan-
gular window) has been reported in the open literature.

Since both the delay circuitry 248 and the periodic
resonant circuit 244 are linear time invariant circuits,
their order may be reversed without affecting the com-
posite impulse response. In other words, as illustrated at
the bottom of FIG. 2, if the delay circuitry 254 is placed
prior to the periodic resonant circuit 256 then the re-
sponse 260 of the composite filter to an input of a Kro-
necker delta 252 is the same 250 as when the order is
reversed.

There may exist in the impulse response other sym-
metries that allow variations on such coherent cancella-
tion. For example, an impulse response of

h[m] = sin{rn/ M) n] {13
added to the same impulse response deleted N units
results in & composite impulse response that is the first
positive half cyvcle of the sin only.

Damped periodic impulse responses. Coherent can-
cellation can also be performed wsing delay lines with
digntal filters, whose respomses are damped periodic
functions. As illustrated in FIG. 3, consider the example
wlhigre the response 310 of a damped resonant circuit
308 to an input Kronecker delta 305 (=6&[n]=1 when
n=0 and zero for nz=0) iz

#ln]=y¥[n}e™ (14}
where y[n] is the periodic function 236 in FIG. 2 and 5
1% a (possibly complex) constant. In the specific illustra-
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- tion 310, s is clearly a negative real number, Note then,

that for n=4,

_ﬂn-—-’l-]ujfn]e_"“ (15}
Therefore, the first damped period 314 of ¥[n] can be
gemerated by shifting the impulse response four units in
time and weighting the delay by exp(4s) to achieve the
ocutput 312 exp{4s)¥[n—4]. This is accomplished by
placing the output of the damped resonant circuit 318
into delay circuitry 320 which appropriately weights
322 and delays 324 the response 10 the impulse 316 so
that, when coherently superimposed, the desired com-
posite impulse response 326 which is finite in duration is
generated.

As before, both the delay circuitry 320 and the
damped rescnant circoit 318 are lnear and time invari-
ant and can therefore be interchanged in the order of
cascading. An impulse input 328 can be fed first to the
delay circuitry 330 and then to the damped resonant
circuit 333 to generate a composite response 335 that is
the same as before 326.

MNaote that coherent cancellation in the undamped case
can be considered a special case of cancelation in the
damped case when s=0. If s is imaginary, then there is
no damping in the conventional sense of the word. In
the discussion above and below, however, since the
same principals of cancellation apply, the instance of s
being imaginary in the damped case is also claimed.

The real part of s will generally be denoted by —er.
Sinee two or more periods of a periodic function can be
considered a single period, the procedure can be ex-
tended to multiple periods.

As in the undamped case, damped versions of sinus-
0ids can be coherently cancelled at half periods. Damp-
ing the impulse response in Eq, 13, for example, gives

Aln]=sin(mn/A e~ T uls]

Running the output of such a filter through a delay line
of duration N, multiplying the delay line output by
exp(—-nﬂn}, and adding to the original filter output gives

composite Jmpulsc response,
h[n] +exp(—omh[n—N], which is equal to h[n] for
n<N and iz zero for n=MN.

When dealing with coherent cancellation of certain
peniodic functions, it may be advisable to use end point
correction. Such occurs, for example, when certain
symmetry aspects of the desired impulse response are
needed. Consider, for example, the damped resonant
circuit 342 in FIG. 3 whose response 344 to an impulse
340 is

Hr]=cosmn/L)e ] (0]
The envelope 343 of the response is shown. Application
of coherent cancellation after the first period of the
cosing will result in the response shown 346. In certain
cases, such as windowing, the end point of the period
which the cancellation circuitry places to zero is de-
sired. The end point, rather, on the envelope 353 at the
point shown by the hollow dot 350 is desired. Addition
of this point to the impulse response is referred to as end
point correction.

Parallel and cascade generalizations. A number of
coherent cancellation circuits of the tvpe just described
can be placed in cascade and/or parallel to achieve even
greater flexibility in the design of impulse responses.
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Reference to single component coherent cancellation
cireuits being connected in cascade and/or parallel is
allowed in order to permit the degencrate case of a
single circuit to be subsumed.

In certain instances common circuitry can be fac-
tored from combinations of cascade and/or parallel to
yield a reduction in overall computational require-
ments. Windows expressed in a finite cosine series can
be shown, for example, to be able to be synthesized by
a paralle]l combination of second order IIR filters and
that the delay circuitry can be factored so that a single
delay circuit serves the entire array.

Consider, as an example, any window fabricated
using a composite circuit consisting of twa circuits, one
with an impulse response that cancels the other after a
delay, Placing two of these composite circuits in cas-
cade will result in an impulse response equal to the
antoconvolution of the impulse response of one. Indeed,
from the central limit theorem, cascading a number of
such circuits will result in a window with a ganssian
shape. Cascading two rectangular windows results in a
triangular window, Cascading two triangular windows
results in a Parzen window, etc.

Fourier Series Synthesis of Resonant Circuitry. For
one skilled in the art, there exists numerous methods to
design circuitry for a given causal impulse response.
One approach is nse of a Fourier series synthesis of the
impulse response. In the most general case, digital cir-
cuitry can be designed corresponding to impulse re-

sponses of the form
(1m
hn] = qgﬂ kgln]
where
hgln] = poniiedmnugy —rany y] (18)

Such circuitry can be designed with the standard digital
filter components which are multipliers (including in-
verters), adders and unit delays. The quantitative values
of the multipliers and the topology of all of the compo-
nents are dictated by the parameters Q, v, u,, and oy
There exist numerous computational topologies for a
given sel of parameters. Such circuitry can be designed
straightforwardly by those skilled in the art

The method of coherent cancelation can be nicely
illustrated for l;=0 in which case, for nZM,,

gl — M| = e—2m MaugeogMap, ], (19}
Define
fgln] = hgln] — 2T Mytige— ogMgh T — M. (20

Clearly, wy[n] is zero for n=M, and the composite ITR
filter

= 21
) = € wtn
has a response that is finite in extent.

As has been illustrated in a previous example, the
result can be extended to the case where the 1's are
nonnegative integers. Window components of the type
in Eq. 20 can be realized using an IIR filter with
weighted delay line circuitry, The sum in Eq. 21 is
achieved by simply placing these component eircuits in
paralfel.
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Common windows. Many commonly used windows
{(Hanning, Hamming and Blackman) are special cases of

the cosine series
:|whem H[_l"'L :|- 1

for —L=n=L and is zero otherwise. The Hanning and
Hamming windows require Q=1 and the Blackman
window Q=2 terms.

Mativated by causality, the shifted wversion of the
cosine series window is written as

(22)

L A
win) .;go ﬁgﬁcs[wn\gﬂ,}ﬂ[ 5T

{23}
n— L
wn — L] = qgﬂ {= 'I]'Tlﬂan,{-an’.r’_{,]ﬂ [—!E]

Compare this with the special case of the real part Eqs.
17 and 18 with l=0.

) = qgn {— 1) Bgeasirng/E)uli) 25

The window in Eq. 22 is recognized as the first period
of Eq. 24 except at the end point, n—L=L. Indeed,

wln—L]=h{n] —klr—2L] +w[L}E[n—2LL] (2%)
A periodic resonant circuit can be straightforwardly
designed with an impulse response give by Eg 24,
Delay line circuitry is cascaded with this circuit to
achieve the desired composite window filter, The win-
dow's end peint can be inserted with the use of a
weighted delay line or can be ignored if the end point
correction is numerically zero or, otherwise, if the re-
sulting error is deemed negligible.

Ome straightforward way to design the resonant cir-
cuit in Eq. 24 is by designing circuitry for each of the
O+ 1 stages and connecting them in parallel. Equation
24 is rewritten as

(26}
A[n] = qgﬂ figl#]
where
ﬁq{n] - :gnus{nﬂ?:lp[n] (27

where @;=mq/L and ¢;=(—113, For q=0, the z
transform of this equation is

- (28]
Hizs) = "iﬂ.kq[x]z_ﬂ

2ll — 2= leos(B,)]
1 = 2z~ leosfd,) + 2

Using standard design procedures, a digital circuit 405
with this transfer function can be generated as in FIG.
4. The output 415 of the filter 405 is equal to the discrete
convolution of the input 410 with the impulse response
in Eq. 27 with c=cgand 8 =6,. Recogniring there exists
a number of other digital filter architectures to generate
the same operation, the input 410, 420 output 415, 425
relationship of this operation will schematically be rep-
resented by a solidly outlined box 430 inscribed with
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parameters ¢ and 8. For g=0in Eq. 27, hyln] =cy= g
This operation can be performed by a simple multiply.

Architecture examples, Consider the Q=1 example
for Hanning and Hamming windows of length 2L+ 1.
For Hanning windows, 8q8=0.3. For Hamming win-
dows, Bp=0.54 and 8;=046. For these parameter
choices, both the Hanning and Hamming w|n]'s can he
realized by the architecture in FIG. § which is a special
case of the delay to periodic resonant circuit cascading
265 shown in FIG. 2 addended with end point correc-
tion. The input 505 is fed into the delay circuitry 510,
The output of the delay circuitry is fed into the g=0
and the g=1 stages 515 520 of the composite circuitry
595. The end point correction is obtained by an addi-

10

tional weighted delay 540 of the signal. The outputs of 13

all stages are added 525 1o obtain the windowed outpur
530. Note that, for Hanning windows, w[L]=0 and the
end point correction is not needed. Indeed, for anwy
window, the effect of not wsing end point correction
dimminishes as L increases. In such cases, one may
choose not to use the end point correction in the com-
putational architecture.

A Q=2 example of an embodiment of this method
will be given for the Blackman window for the case
where end point correction is not used. Here, Sp=0.42,
BA1=0.5 and S:=0.08. The architecture in FIG. 6 is a
special case of the periodic resonant to delay processing
270 shown in FIG. 2. The input 605 15 fed to the g=0,1
and Z stages 610 625 620 of the composite circuitry 695.
The outputs of each stage are summed and fed into the
delay circuitry 30 the result of which is the windowed
output 650. No end point correction is used here,

Stability Assurance. The window architectures pres-
ented to this poimt are marginally stable. All of the
circuits poles lie on the unit circle of the complex z
plana. Mumercus modifications can be applied to the
fundamental architecture to assure stability. Each feed-
back iteration sum, for example, can be rounded
towards zero,

Refreshing coan also be incorporated into the circuitry
to assure stability. In this approach, two circuits are
identically configured. The input, for a period of time, is
fed to the first circuit. It is then switched to the second
circuit. The outputs of the two circuits are added to
give the desired output. When the first cirevit is emp-
tied of data, all of the signal components remaining are
due to cumulative noise, and arc thos set to zero. The
first circuit 1s refreshed. The input is then switched back
from the second circuit to the first, and the second
circuit is emptied and refreshed. By occasionally setting
the cumulative error to zero, the circut 15 made stable,
The wvarious implementations refreshing will be evident
to those well trained in the art.

Alternately, stability can be assured by slightly per-
turbing the design to inclode slight damping that will
move all of the circles strictly within the unit circle on
the complex z plane. In other words, the source of the
marginal stability in the circuitry is unit feedback (e.g.
435 in FIG. 4). Damping feedback slightly will insure
stability. Similarly, entirely stable windowing eireunitry
can be designed for windows that are multiplied by a
taper proportional to expl—om). Define

afr]=cofm]e=™ 129}
If one wishes to keep the window shape as close to the
o =() case as possible, or is chosen to be a positive num-
ber just slightly greater than zero.
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Let h[n] denote a damped periodic causal impulse

response,

k[n=h[n]e— =L (30
where h(n], given by Eq. 24, has a period 2L. Then, for
n>2L,

Ha—20) =L fn] (31

The damped window can therefore be generated as

in — L] = ol — Lle~ =L = fla] —p~2elply — 20)+ 32

w{L]E[r — 2L]
where
WME] = w{Lje—rl {33
is the value of the end correction factor.

An architecture for computing Eqg. 32 is shown in
FIG. 7. The damped resonant circuit 715 has impulse
response h[n]. The damped window is obtained by cas-
cading this filter with weighted delay line circuitry 720.
The end point correction factor is computed 725 and
added to the filter output 730 to produce & windowed
output 735 to the input 705. The undamped case is a
special ease of this processing procedure for the case
where o=0. As in the undamped case, the end point
correction factor has less and less effect on the output as
L increases. In such cases where the end point correc-
tion factor can be omitted, the end point correction
factor stage 725 can be omitted. As in the undamped
case, when the end point correction factor is deleted,
the delay ling circuitry becomes commutable with the
damped resonant circuit,

There exist variation on the fundamental architecture
750 shown at the top of FIG. 7. The architecture 755
shown at the bottom of FIG. 7, for example, performs
identically with the same number of floating point oper-
ations (FLOPS). Either architecture 750, 755 can be
used in the two architectures in FIG. 1 as the window
140 (with @[n] replacing wln]) to zenerate sliding win-
dow Fourier transforms and spectrograms with damped
windows. Specifically, S[n—L;u] is computed using
e[n—L] instead of the window shown 140 where, now,

Similar use of @[n—L] in the squared magnitude archi-
tecture instead of wln—1L] 155 results in the spectro-
Eram 165 where the corresponding expression for the
sliding window Fourer transform 15 not given by Eq.
34,

A possible architecture for the damped resonant cir-
cuit that parallels the undamped case is now discussed,
Equation 30 can be writlen as

An] = ¢ haln] i
g=0

where

hyln] = eqoosizrng/Lie =t =Llu[n]. i38)

The z transform of this impulse response results in the
transfer function
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dl — e~ "z~ leas(f] (a7

1 — 2e= = lens(f) + e—2op=12

Fg =

where ﬂchuE“'L and #=wq /L. One of many possible
digital filters for this filter is shown in FIG. 8, The input
805 into the circuitry 810 produces an output 815 that is
the discrete convolution of the input with the impulse
response in Eq. 36. The general class of digital circuoits
with this response is denoted by the parameterized bold
outline box 820 shown in FIG. 8. The input 815 into this
parameterized box produces the same output B30 as in
the specific damped circuitry 815,
For q=0,

kgl =epe—in =Ly s}

(35}
An architecture for this impulse response is a single
loop feedback circuit with a forward gain of one and a
unit delay feedback weighted by expl—o) cascaded
with a multiply of ceexpiol). For co=§f¢ and
By=Bgexp(orL), this circuit is shown as component
eircuitry 920, 1015 in both FIGS. 9 and 10.

Architecture examples. A digital filter for Q=1 (e.g.
Hanning and Hamming) damped windows is shown in
FIG. 9 using an end point correction vanation of the
architecture 334 shown in FIG. 3. The inpuot 910 is fed
to the damped delay circuitry 915 The n=0component
of Eqg. 36 is realized by a first order feedback circuit 920.
The output of the delay cireuitry is fed into this eircuit
and the n=1 stage 925 (ﬁ'gﬂqexp(u'L}} and the end point
correction factor stage 940, The outputs from all stages
995 are added 930 to produce the damped windowed
output 935.

A digital filter for Q=2 {e.g. Blackman) damped
windows is shown in FIG. 10 using a slight vanation of
the architecture 755 shown on the bottom of FIG. 7.
The input 1010 is fed the delay circuitry 1012 and then
to 1095 the g=10.,1,2 stages 1015, 1020, 1025 and the end
point correction stage 1040. The outputs of all of the
stages are summed 1030 to obtain the damped win-
dowed output 1035.

Sequential and Parallel Embodiments. Although the
circuitry thus far described can be used to generate a
single spectral line of a sliding window Fourier trans-
form or spectrogram, more typically, a number of paral-
lel lines each corresponding to a different frequency are
desired. This can be performed in parallel where a num-
ber of sliding window Fourier transform or spectro-
gram processors are each toned to different frequencies
and all sliding window Fourier transform or spectro-
gram lines are computed at the same time in parallel.
Alternately, the same processor can be exposed to the
same signal a number of times. Here, for each presenta-
tion, the complex sinusoid(s) are tuned to different fre-
quencies. The lines of the sliding window Fourier trams-
form or spectrogram are thus computed sequentially. In
gither the parallel or sequential embodiments, the
choice of frequencies need not be linear. Logarithmic
spacing of frequencies, for example, can be chosen.
Similarly, in either case, the window from spectral line
can ke changed from spectral line to spectral line. For
the sequential embodiment, this requires the changing
of the window parameters (the ;s and possibly Q) for
each presentation of the signal. Other sliding window
Fourier transform and spectrogram processors that use
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common eircuitry to feed a parallel bank of processors
will be presented later.

Modulated Windows. Also disclosed are computa-
tional architectures for modulated windows and their
uge in the generation of sliding window Fourier trans-
forms and spectrograms. For such architecturcs, the
complex sinusoidal premultiples 115, 145 are no longer
required. In parallel embodiments, a single delay line
circoit can service the all of the resonant circuits. The
damping sliding window Fourier transform is

(39)

Sfnra] %_ L xr — Kolicw]

.
= x[n]"wfna]

where, henceforth, the modulated window is redefined
from Eg. 6 to allow for damping.

= fi[n]e—Rune ]

wfmn]

= ggﬂ mu{n.‘u]

and

1)
wglheu] = Bycos(agh/Lye=The=RmutTy [%}

In discussions concerning modulated windows to fol-
low, both the damped and the undamped case will be
included. The undamped case is a special case of the
damped case for o=0. Motivated by causality, the
modulated window is temporally shifted o

aglk — Liu) = a2)

(- 1 osma/re=oth=y—prste-tn | L5 L |

The synthesis of a resonant circuit with impulse re-
sponse

{43]
Alkan] = qgu Biglfn]
is not motivated where
A —1i ke /e = = L e
"[k'u?x {L}F)?E@ﬂﬂq Je= e i

Digital filters with this impulse response can be straight-
forwardly generated by those skilled in the art, One
approach is to analvee the z transform of Eq. 44

; 45
.F_fl?(z;u_} . i .’Jq{l:u]z“ “2)
k=0
which gives
Hylzu) = {44)

e GRS ) G

)]

where
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-continued
Az = [1 — e=Arre—oz—1]=1 ]
Mote that, for q=0,
Hipzw) = Bpe Lo Tel g (), (4E)

The A (lambda) filter in Eq. 47 can be implemented
using the IIR filter architecture shown in FIG. 11
There is a unit feed forward 1110 and a weighted unit
delay feedback 1102. A schematic representation 1140
of the filter, appropriately parameterized with input
1130 and output 1145 corresponding to the IIR filter is
also shown in FIG. 11.

In general, A filters will have a complex output 1145.
The input 1130, however, can be either real or complex
depending on the use of the A filter, Using real multi-
plies, the A filter can be implemented for real inputs
1205 as is shown in FIG. 12. Equation 47 can be written
as

| — ot le=oy=1 o

Tl - le=Temftayie=| 4 e—lo—d
= ANz + Az

Alzv)

where ATz v} and ANz;v) are the transfer functions that
generate the real and imaginary output components,
respectively, of the A filter. The real input 1205 is the
stimulus to the LR filter circoitry. The real 1210 and
imaginary 1215 outputs are, respectively, ynj and yin]
corresponding to the complex output 1145 v[n]=y"Tn]-
+j¥n]. The cutput y¥n] is equivalent to the output of
a filter with transfer function AWzu) for a real input,
x[n] 1205, Similarly, ¥In] is equivalent to the outpat of
a filter with transfer function AWz;u) for real input, x[n]
1205. The schematic 1240 for the depiction of the real
1220 and imaginary 1225 components for a real input
1230 iz also shown in FIG. 12.

For real inputs, the A filter representations 1140, 1240
in FIGS. 11 and 12 are identical. If, howewver, the input
1130 is complex, (ie. x[n]=xn]=jxn]), then the A
filter characterization 1140 in FIG. 11 requires more
computational cireuitry. One such embodiment, shown
in FIG. 13, uses the depiction 1240 in FIG. 12 as compo-
nents 1301, 1302, The real output 1305, vn), is the sum
of the real response of the real input 1310 and the ne-
gated 1315 imaginary response to the imaginary input
1320. Similarly, the imaginary response 1325 is the sum
of the imaginary response of the real input 1310 and the
real response of the imaginary input 1320.

A bank of A filters, as shown in FIG. 14, can be used
to realize filters with transfer functions

(50

Kz = Hzwe—Srul

= BoeLAlzu) + 5 el gl-:—wqx
=

[a(s -4 )+ a(em+ )]

where H{z;u) is the = transform of h[nu] in Eq. 43
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Hizu)

MEU B[]z

qgﬂ Hzu)

An input 1410 is weighted proportional to Fourier coef-
ficients 1415 (3,= #(— | Wexp(orL)8,) which in turn are
fed into a bank of appropriately tuned A flters 1420
The outputs of the A filters are summed 1425 to yield an
output 1430 which is equivalent to the response of the
input 1410 to a digital filter with transfer function
K(z;u) in Eq. 50. Schematically, the K filter will be
depicted by the representation 1440 shown in FIG. 14.
Note that the architecture can be construed for either
real or complex inputs 1410 depending on whether the
A filters are constructed for real or complex inputs. In
either case, the K filter is parameterized by the fre-
quency u, damping coefficient ¢, filter order Q, and
vector of Fourner coefficients 3. The vector is of
length G4 1.

The circnitry for the modulated window can be im-
plemented with delay line circuitry and the K filter
1440. From Eqs. 40 through 43, the following identity
can be established

= Ln] = Alm] —p—Prul— In"LJI[!I —2Lwu) -
Liulf[n—2L)] {52
where @[L;u] is the value of the end point correction
factor. The corresponding modulated window transfer
function results from a z transform of Eq. 52, Define

(5%
Ozw) = % wfmuo i
n=0

The z transform of Eq. 32 i3 then

(54}
Qizwie—L =1 — e=~Amuly=2ol—2ET 4 wllu]—2E

w1 = amfwuly = derl o= 2paRTel Bz 4wl

where Eq. 50 has been used. From Eq. 39, the output of
a filter with this transfer function when presented an
input of x[n), is the sliding window Fourier transform
line S[n—L;u].

The transfer function for the delay and the exponen-
tial shift in Eq. 54 is defined as

Dig)m [ — g HArulg—ioly—ilyfizsl (35)

One embodiment of an architecture for this transfer
function is shown at the top of FIG, 15, The input 1505
is placed through the delay cireuitry 1510. It is then post
multiplied by a complex weight 1515 to give the desired
output 1520. This embodiment has the advantage of
isolating the complex exponential 1515 which, when the
spectrogram is desired, can be deleted. An alternate
architecture for Diz) requiring fewer floating point
operations (FLOPS) is shown at the bottom of FIG. 15,
The input 1525 is fed through delay circuitry 1530 with
different weights than before 1510 to achieve the de-
sired output signal 1535,

Sliding window Fourier Transform and Spectrogram
Architectures Using Modulated Windows. Given delay
cireuitry and the K filter 1440 in FIG. 14, circoitry for
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gynthesis of the sliding window Fourier transform or
spectrogram line based on the modulated window ean
be crafted. As with the previously discussed methods,
example architectures will be presented whereby the
spectrogram is generated or the sliding window Fourier
transform is computed. As before, in any embodiment,
use of end point correction is an option. The contribu-
tion of end point correction to the final result generally
diminishes as L increases, Both serial and parallel imple-
mentation methods will be discussed and illustrated.

An architecture for generating a single spectral line
of a sliding window Fourier transform based of Eq. 54,
is shown in FIG. 16. The input 1605 is fed to delay
circuitry 1610. The output of the delay circuitry is fed
to a K filter 1615, the output of which, in turn, is shifted
in phase 1620. The end point correction factor 1625 is
added to give the desired sliding window Fourier trans-
form output 1630. One or more of the parameters of the
circuitry {ie. u, L, o, Sand ) can be changed and the
same 1605 or alternate input can be applied 1o generate
a second output sliding window Fourier transform line.

Asg is the case with other embodiments described
herein, the architecturs in FIG. 16 has a number of
variations in detail design that are evident to one skilled
in the art. The multiplication by the complex number
1620 in FIG, 16, for example, can be performed immedi-
ately prior to the K filter 1615 instead of directly after.
Indeed, if end point correction is not used, the K filter
1616, delay circuitry 1610 and exponential multiply
1620 can be cascaded in any order desired. Such arbi-
trariness in the cascading of two or more linear time
invariant filters is well known. One of these six order-
ings is shown in FIG. 17. The input 1705 is first fed into
a K filter 1710 and then into the delay circuitry 1715,
After post multiplication by a complex number 1720,
the desired sliding window Fourier transform line 1725
is achieved {without ¢nd point correction). This em-
bodiment has the advantage that A filters with real
inputs can be used if the processor input 1705 is real.
MNote also, that if the only the spectrogram line,
| 8[n—L;u]|?, is desired (rather than the output shown
1725), then the complex sinusiod weighting 1720 can be
omitted and replaced by a magnitude squared opera-
tion. A variation of such magnitude squared computa-
tion is shown in FIG. 18. A different cascading order,
though, 15 used here. The input 1805 is placed first into
the delav circuitry 1810 and is then fed into a K filter
1815. A magnitude squared operation 1820 is performed
on the output of this filter to vield the desired spectro-
gram output line 1830 (without end point correction).

A parallel architecture illustrating the method of
generating sliding window Fourer transforms using
modualated windows is shown in FIG. 19, Using Eq. 54
for 1=p=P, an architecture for the transfer functions is

proposed

ffzugle— L[l — e—Friple— 2ol —2pRewupl

Klzugh+ ol Liuglz—2 (56)
where {}{z;up) is the z transform of w(zup). The embodi-
ment of this architecture, shown in FIG. 19, uses a
single delay circuit 1910 to service all of the K filters
1915. For P spectral lines, there are P separate K filters
the pth of which is tuned to frequency up and is of order
(}p with Fourier coefficient vector Sp. The input to each
K filter is the sum of a weighted 1950 input 1905 and a
weighted 1955 delay. The output of each K filter is
added to the end point correction factor 1925 to gener-
ate the sliding window Fourier transform lines 1930
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A variation on the parallel circuit can be made if only
the spectrogram outpat is required. In such a scenario,
if end point correction is not used, the complex sinusiod
weights 1950 have no effect on the processor outpur and
can therefore be deleted from the architecture, An em-
bodiment of such a processor is shown in FIG. 20, The
input 2005 is placed through delay circoitey 2010, the
output of which, after being combined with the unde-
layed signal 2050, services the bank of K filters 2015.
The output of each K filter is magnitude squared 2020
which gives the desired spectrogram output 2025

Uniformly Spaced Frequency Bins Using Modulated
Windows., When the frequency bins in the parallel ar-
chitecture are spaced linearly as

o - {37}

HF_ZL

then a computationally simplified parallel architectore
can be realized. Equation 46 becomes

Hyfzw) = (58)

Yon(e22)]

The g=0 case warrants special statement,

_%__ {_;]‘a+qﬂq¢w.". [_;.‘ (z,- uﬁ.

(5)

Hyfzu) = (—1)PAeTLA [z- —ﬁ—)

For linear frequency spacing (and Q >0), some of the
same A filters required to generate the line at, say, up,
are also required to generate the frequency lines at
ups1. Indeed, one or more common A filters are re-
quired wp to and including the ugs frequency lines.
The processing architecture is configured so that a A
filter can be nsed for a number of frequency lines in the
sliding window Fourier transform therefore reducing
the overall required computation.

Cther computational aspects arise in this configura-
tion. The multiplies in the delay circuitry all become
real. The complex sinuscid, for example, becomes
exp(j2muyl)=(— I which is cbviously computation-
ally more simple to implement.

An embodiment for the bank of shared A flters for
generating sliding window Fourier transforms is illus-
trated FIG. 21 for Q=1. The input 2105 is fed into
delay line circuitry 2110 which services the entire bank
of A filters 2120, For Q=1, each A filter services three
sliding window Fourer transform frequency lines. The
ouiput are weighted proportional to the Fourier serics
coefficients 2125 and are combined with the end point
correction factors 2135, These sums are then weighted
2140 by (—1) to generate sliding window Fourier
transform frequency lines 2145, If, instead of weighting
by (—1)¢, 2 magnitude squared operation is performed,
then the output lines become the spectrogram lines,

The architecture in FIG. 21 can clearly be extended
to larger values of 0 using basically the same bank of A
filters, Additional A filters would have to be added to
contribute to the lower and higher spectral lines. Ex-
tending from Q=1 to =3, for example, would require
the addition of two A filters and the low frequency end
and twao at the high frequency end. In general, for P
frequency lines, a total of P4-20) A filters are required.
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Those A filters not at either end will contribute to a
total of 20+ 1 frequency lines. Note that this architec-
ture can also be implemented wsing FIR. embodiments
of the A filter-delay line circuitry combination. sliding
window Fourier transform An embodiment for parallel
generation of a spectrogram using a bank of A filters
withoot end point correction for Q=2 (e.g. for Black-
man windows) is shown in FIG. 22. The input 2205 is
fed to delay eircnitry 2210 the output of which serves
the bank of A filters 2212, The outputs of the filter bank
are weighted by Fourier coefficients, combined 2215,
and magnitude squared 2220 to give the spectrogram
frequency lines 2225, All of the fanouts from the bank of
A filters are not shown. If, for example, there was to be
a frequency line generated at

2
then the A filter in the bank 2212 parameterized by

T

would make a contribution. Note, also, that the value of
) can be allowed to vary form output line to output line
8s can the values in the 8, This same statement applies
to the corresponding processor in FIG. 21 for the gen-
eration of the real and imaginary components of the
sliding window Fourier transform. Mote that this archi-
tecture can also be implemented using FIR embodi-
ments of the A filter-delay line circuitry combination.

Implementation of Disjoint Unmodulated Windows
Using a Single Delay Line. Parallel implementation of
the circuitry in FIG. 1 using an unmodulated window,
damped or undamped, as illustrated 750, 755 in FIG. 7
for the damped case, required a delay line for each
sliding window Fourier transform frequency line. With
the modulated window, a single delay line can serve the
entire processor as is illustrated in FIGS. 19, 20, 21 and
22. In disjoint form, the unmodulated window can also
be used to generate sliding window Fourier transform
and spectrogram circuitry in parallel with the use of 2
single delay line, Discussions of this capability and cor-
responding illustrative architectures are the topics of
this section.

From Eqg. 34,

Sn=Low]=eAmin— L]l minegin . L]} (60}
where @[n—L] is the shifted version of the damped
window w[n] in Eq. 29. The undamped case will not be
treated separately since it a special case of the damp-
ened architectures when o =0}, The window expression
in Eq. 32 can be written as

Bir— L] mhn] ™ 5} = e— 2 LE[n—2L]}

+&[L1E[n —2L] (sl

The impulse response, hin), is that of the damped reso-
nant circuit and, for this discussion, is given by Eq. 35.
For a given , a processor architecture with transfer
function

o Ty (62)
i = E Ak

is shown in FIG, 23, The input 2305 is fed to a digital
filter 2310 the composite impulse response of which is
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i-n[n] to generate the desired output 2315, The damped
resonant circuit will schematically be denoted by the
appropriately parameterized diamond 2320 in FIG. 23,
Substitution of Eg. 61 into Egq. 60 followed by
straightforward convolution algebra results in the ex-
pression

Sln— L] =& L}x[n— 20 ]e—RTLU L gmtEm{n =L

% [k[n] 4o R4 xn] — e — 20 Lo—Hmulon _ 2L]1}] {63)
An architecture for generating a spectral line based on
this expression is shown in FIG. 24. The input 2405
feeds delay circuitry 2410 the output of which is pre-
multiplied by a temporally varying complex exponen-
tial 2415, passed through an H filter 2420 and i post
multiplisd by a temporally varying sinusoid 2425. This
output is then added to the end point correction factor
2430 to give the real and imaginary components of the
sliding window Fourier transform 2435, The exp(j2-
aLu} term in the post multiply 2425  term,
exp[—j2m{n—L)u], can alternately be generated by a
multiply at a number of other locations including before
or after the H filter or the pre-multiply 2415. Note that
in this embodiment, and in those to be described, that
the disjoint unmodulated window does not appear in a
himped form as schematically depicted in FIG. 1. It's
components (the H filter and the delay line) are not
connected. This 15 the reason for the use of the word
disjoint in the description of the window.

As in previouws cases, the sliding window Fourier
transform processor in such embodiments can be modi-
fied to display the output spectropram resulting in a
reduction of the required number of FLOPS, Without
end point correction, the squared magnitude of Eq. 63
ecan be written as

|51 — Latd) | 2= | R[] amin =t y]y] — g — 2Ly

—Jerulain—2L]H? {64
where the effects of the arbitrarily chosen positive num-
ber, i, are totally eliminated by the magnitude squared
operation. An embodiment of an architecture corre-
sponding to Eq. 64 is shown in FIG. 25, The input 2505
is fed into weighted delay circuoitry 2510, the output of
which is multiplied by a time varying complex sinusiod
2515 and placed through an H filter 2520 and is magni-
tude squared 2525 to generate the desired squared mag-
nitude output 2530,

As with other embodiments, the sliding window Fou-
rier transform and spectrogram processors in FIGS. 24
and 25 may be sequentially fed signals to generate a
number of sliding window Fourier transform or spec-
trogram lines or wsed to continually generate a single
line of a sliding window Fourier transform or spectro-
gram output.

The paralle]l embodiments of the processor require
only a single delay line. For 1=p=P, Eq. 63 can be
replicated as

Sjn—Lingl = &Pl L1zl —2L]e—AmLup o= Bmin—L-

J:;:" "]n{a.ﬂw.!upfx[n]_f—iwﬂf—j
axnlafn - 2011 {65)
where, although the variation is applicable to other
embodiments, the notation here explicitly notes the
allowance of the windows, @F[n], and therefore corre-
sponding impulse responses, hfn], to vary for varying
p- One embodiment of the corresponding processor is
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shown in FIG. 26, The input 2605 is fed to delay cir-
cuitry 2610 which services the remainder of the proces-
sor. The delayed signal is weighted by complex phase
terms 2615 and is recombined with the undelayed signal
2620. The combination is placed into a bank of pre-mul-
tipliers 2625 which service a bank of H filters 2630 and
the outputs are post multiplied 2635 by time varying
complex exponentials. The multiplier walues of
exp{£jlm{n=4)ug) were chosen here in part to illus-
trate the fexibility of placement of the term exp(j2zLu)
{in the post multiply 2425 in FIG. 24) in the processing
architecture. The outputs of the post multipliers are
added to the end point correction factor 26440, equal to
wP[L]exp(—j2wu L) for the pth stage, to give the real
and maginary components of the sliding window Fou-
rier transform lines as output 2650.

An architecture for generating the spectrogram lines
based upon replication of the processor tvpe illustrated
in FI(3, 25 is shown in FIG, 27, With reference to Eq,
64, the processor is computing

| STn

;u]"[vﬂ”{” '.P‘:'“P{.t[n]—e_z“:"f'f
—_.-'i'Tlll"""ﬂ [r:l—

(58)

A single delay line is required for the entire processor.
End point correction circuitry is not included. The
input 2705 is fed into delay circuitry 2710 which serves
the entire processor. The exponential  term,
exp{—2orL), present in the delay circuitry 2610 of FIG.
26, is not included here. It is, rather, combined with the
weighting factors 2715 of the delayed signal. The
weighted delay signals are added 2720 to the original
signal, fed into the pre-multipliers 2725 with arbitrary
phase, }ip| 1 =p=P}, which, in turn, are fed into a bank
2740 of H filters whose outputs are magnitnde squared
2730. The result is spectrogram lines 2735,

Equally Spaced Frequency Lines Using Dhisjoint Un-
modulated Windows and a single Delay Line. The com-
putational requirements for generating shdmg window
Founer transforms and spectrograms using disjoint
unmodulated windows and a single delay line are less
when the frequencies are integer multiples of the in-
verse of

L (i.t. Up = —z%)

It follows that exp(—jdmupl}=1. Thus, the bank of
complex multiples 2615 such as is required in FIG. 26 is
not longer required.  Furthermore, exp(%£j2-
wlug)=1(=1)" becomes a much easier number by which
to multiple. In such cases, Eq. 63 becomes

= Litg]={ = 1" {&F[L]x[n—1L]
]-}TF"z.r_ o) o W i) —e— 2 Lafn — 2L} i
T}

where the frequency lines are now parameterized and

Wap/=ef™HL, {68}
A corresponding architecture is illustrated in FIG. 28,
The input 2805 feeds the delav circuitry 2810, the out-
put of which services a number of pre-multipliers 2820,
As before, the outputs of the pre-multipliers are fed to a
bank of H filters 2825, the outputs of which are post
multiplied by time-varying complex sinusoids 2830,
These outputs are added 2835 to the end point correc-
tion factor 2828 and are then weighted 2840 by (— 1 to

25

35

45

50

55

26

give the real and imaginary components of the sliding
window Fourier transforms lines 2845 For equally
spaced frequency lines, A filters in adjacent K filters can
be shared, resuiting in, for example, the circuitry in
FIGS. 21 and 22 instead of those in FIGS. 19 and 20
Similar sharing of common component fillers can simi-
larly be performed on the circuitry in FIGS. 28 and 29,
when the frequency bins are evenly spaced.

A single state of the circuitey in FIG. 28 can be used
for sequential generation of sliding window Fourier
transform lines.

A further computation reduction can be realized if
only the spectrogram is required. The squared magni-
tude of Eq. 67 deleting end point correction is

|2_
J:[n:]_—t

L
szrn-zf.m 2

(&5)
An illustration of a corresponding architecture for the
paralle] implementation in this case is shown in FIG, 29,
The input signal 2005 is fed into delay circnitry 2910,
the summed output of which feeds the rest of the pro-
cessor. The summed output is pre-multiplied by time
varving sinusoids 2015, passed through H filters 2920
and magnitnde squared 2925, The result 2930 is spectro-
gram lines.

Output Time Decimation. All of the architectures
thus far presented produce spectral lines at a rate identi-
cal to that of the input. The architectures can also be
configured to generate output spectral lines as a deci-
mated rate of, say, ever N input time units. All of the
previous architectures can do this simply so by provid-
ing an output every M time units, Other architectures
based on coherent cancelation using delay line circuitry
that are more computationally efficient will not be dis-
cussed.

The cauvsal form of the sliding window Fourier trans-
form in Eq. | is rewritten as

(7o

Sln — Lm] = i E ; xln — L — kJii[i]e—amka

-,

where the window is rewritten with a tilde to denote
that it can be represented by the Szasr senes

i
k=

P o>

“ailk]

where ( parameterizes the order of the series and the
set of possibly complex Srasz series coefficients and
exponential factors are respectively }eg|Q=q=—Q}
and {s7|Q=q=—Q}. Note that the du.rauon of the
window in Eg. 70 is truncated by the sum rather than
explicitly in Eq. 71 by a recrangle function. The cosine
series in Eq. 22 15 a special case of

]

with a corresponding interpretation for the order Q.
The series coefTicients

TABLE 1

srEn [%

Hanning: k) = cos? (T i
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TABLE l-continued
Sgln — L] m 2lg=PoulNgln o N = La] & Sy=[4]  (76)
4 ] L where
1 i =L 5
o ) Q f n
i —LN—1 L4 .
=1 =jw/L il = o At R —2rulk
TABLE 2 As with previous cases, the new sliding window Fou-

Hamming: $(k) = 0.54 4 046 cos [%)q = 1.

q oy 5y

1 0.3 jwiL

D 054 0
-1 013 —jw/L

and exponential factors corresponding to Hanning,
Hamming and Blackman windows are shown respec-
tively in Tables 1, 2 and 3.

The decomposition of the sliding window Fourer
transform line into components s

Slr = L] = g Qu.,&'.?ln — Lo v

|i|= —
where

Sdn - Lu] = &_i [ Hn = £ = Kjess¥e=pimk (=)

Ta illustrate how the rate of the spectral lines can be
decimated, Eq. 73 1s

TABLE 3
Blackman: k) =

042 4+ 0.5 cos (—‘E‘—j + DB cos (—IEL),Q -2
q o9 ]

2 0.4 jemsL

1 0.25 jarsL

1] 0.42 il
-1 0.25 =jusL

e | 0.04 —j2m/L

shifted by M time anits,

74
L
Sgdr — N — L = . E Lx[u — L — N — Elesehe—fimku

L Y
i ifm — L —
L+

= c~lg-milN

F P

The summand is the same as that in Eq. 73, but the

summation hmits are different. Wote that
L L+4N — L4V —1 L4 A
B s R LTERS  E 2
k=—L k=—=L+N k=—-L k=L+1

Substitution into Eq. 73 followed by application of Eq.
74 gives the following recursion relation for the deci-
mated spectrum output
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ner transform value is obtained by the weighted super-
position of the previous sliding window Fourier trans-
forms value with contributions of data no longer in the
window subtracted and newly introduced data contrni-
butions added. The adjustment terms corresponding to

new and old data (ie. the
2 —L-EN—i g L4
k=L k=L+1

term in Eq. 77) are, themselves, recognized as sliding
window Fourier transforms. Ewaluation of Sx=[n]
using a standard FIR filter will first be described. Alter-
nate architectures based on truncated resonant circuitry
are then presented.

A standard FIR architecture for SpF[n] is shown in
FIG. 30. The input 3005 is introduced into a delay line
3010 with 2L 4 M unit delays. Only the first N—1 and
lagt N—1 delays 3015, 3020 are tapped and weighted
3055, There are no taps in the middle 3025 of the delay
line, The weight of tap from the kth unit delay, when
present, is

Ko g — et (78
A vector of these values is denoted by X, The sum of
the right hand taps is generated 3040 and inverted 3035
and is added to the sum 3030 of the left hand taps. Since
interest is anly in the output spectral line every N time
units, the sum needs to be computed only once per N
time units, The box 3060 arcund | N is the schematic
notation for downsampling by a factor of N, The cotput
of this box is the desired output 3045. The processor for
generation of Sy*[n] is schematically abstracted by an
appropriately parameterized box 3050 inside of which is
an encircled SpE.

Two other architectures for compuring Sxy=[n] in
Eaq. 77 are shown in FIG, 31. Either can be used as the
unit 3050 in FIG. 30. A signal input 3105 3135 into
either of the two processors will produce the same 3045
outputs 3130 3160 as when the input signal 3005 into the
processor in FIG, 30,

The first processor 3110 makes vse of the identity

Sn=lnl = Sptia] — Snin] 7
where
_LiN_ -
st = U T e - 1 - ook (20}
k==l
and
L &1y
~[u] = S — ik,
Swlnl kﬂ%_ﬂ Ar — L — K]eing—idm]
It follows that
Sp—[n] = el g =2mag b — 2L — 1] (52
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The architecture 3110 at the top of FIG. 31 follows.
The input 3105 is fed into an FIR filter 3111, the output
of which is downsampled 3114 to yield 5,—[n]. This
signal, at a clock rate equal to

Lk
N

that of the input 3105, is fed to delay line circuitry 3116
that produces an output of Sy+[n] via Eq. 82 (The
notation zy—! denotes a delay of N time units). The
terms are combined to give the sliding window Fourler
transform cutput 3130, A second embodiment 3140 that
i a variation on this approach simply interchanges the
order of the delay circuitry 3142 and the FIR filter
3144, The downsampler 3146 is now at the outpat. For
the same input 2135, the same output 3160 is generated.

An IIR filter 3170 that is an alternate architectore to
compute S+ [n] is also shown in FIG. 31, This proces-
sor can be substituted for the FIR filters 3111 3144, The
output 3180 is set to zero and N iterations over the
appropriate interval of the input 3175 will produce an
output of Sy*[n]. The output is again set to zero and
the filter awaits the next applicable set of N input points,
ete,

Given an architecture to compute Sy=[n] 3050, the
spectral line given in the recursive relation in Eq. 76 can
be penerated wsing the architecture shown if FIG, 32,
The previous output 3210 of the processor,
Sqln—L —N;u], is made available through a delay 3220.
This output is added to Sy=[n] which is generated by
the circuitry 3230 shown. This sum is weighted 3235 to
give the desired spectral line output component 3215.
This processor is schematically abstracted with an ap-

20

a0

propriately parameterized bold circle 3250 inside of 35

which is a boxed 5,

The sum in Eq. 72 can be implemented by connecting
20 +1 of the §, processors in parallel. An example for
Q=1 (e.z. Hanning and Hamming windows) is illus-

trated in FIG. 33, The input 3305 is fed to a bank 3310 40

of 20 41 =3 filters corresponding, from top to bottom,
q=1,0,—1. the gth flter is parameterized by a given u
and X, (i.e. the parameter q is used in the vector). The
outputs of the filters are weighted by the corresponding
agcoefficients 3315 and are summed to give the desired
decimated sliding window Fourier transform output
3320. Alternately, the weighting by the a4 coefficients
can be done prior to rather than after the filter bank
operation. If the spectrogram is required, then the out-
put 3320 can be subjected to a magnitude squared oper-
ation. MWote also, as with previous embodiments, the
delay circuitry common to each of the S filters can be
factored so that a single delay line services the entire
bank.

In many cases of interest {¢.g. Hamming, Hanning
and Blackman), the «, coefficients are even. In other
words, ay=a_, In such cases, the outputs of the gth
and —gth filters can be added prior to weighting by ay
thereby saving Q multiply operations. This is illustrated
in FIG. 34 for Q=2 (e.g. Blackman). The input 34035 is
fed to a bank 3410 of 20+ 1=3 filters parametenzed by
u and qu The outputs of filters corresponding to g=0
are added to the —qgth filter output 3420, These terms
are weighted by the e coefficients 3425, The results are
added 3430 to produce the desired sliding window
transform output 3435, As before, the delay circuitry
common to each of the § filters can be factored so that
a single delay line services the entire bank,

45
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30

As in previous architectures, the embodiments of the
sliding window Fourier transform architectures illus-
trated in FIGS. 33 and 34 and their variations can be
used sequentially or can be replicated spatially to gener-
ate output frequency lines in parallel. As before, the
window shape can be varied from frequency line to
frequency lines and the frequency bins can be placed
with arbitrary spacing.

Note that use of a single circuit of the type described
in this section (e.g. in FIG. 33 or 34) parametenized by
n=0 is an unmodulated window that generates a daci-
mated sliding window operation.

Equal Spaced Frequency Bins and Decimation. As
wias the case with the A filters, paraliel embodiments of
architecturas for the decimated sliding window Fourier
transform or spectrogram can be configured to share
subprocessors when the spacing between frequencies is
chosen o be uniform. Specifically, let u=pA where A is
the uniform spacing. Furthermare, let s;= — o+ j2mgi,
As before, o is a damping factor and can be set to zero
for the undamped case. Under these conditions, Eq. 73
becomes

LX)
Sdn — L] = = % L.t[n [ - F!]E_'”ku—.l':”[l"“'i‘:"“:" L)

= Zfn = Lip - 4]

The wutility of the redefinition of this Szasz component
of the sliding window Fourier transform as a = (xi—
pronounced see) filter will become evident shortly. The
following recursion can be established from Eq. 83.

Eln = Ll = e~ Thp—RapNas(y _ I — N + (84
Entng]
whire

EnTmp] = (B5)

L LN } ;
- 3 n = L — ke~ Thp—lupha
Ek: —LI+N—1 k=L+1 . ¥

An architecture for generating the recursion for the =
filter in Eq. 84 is illustrated in FIG. 35. The input 3505
is input into an appropriztely parameterized =~ filter
3510 which is exactly the same as the Sp= filter 3230 in
FIG. 32 when

Khome o —7hp—Rzphkl {865}
is used. The output of the =% filter is fed into an TIR
Alter 3520 which generates the desired output 3525 by
computational evaluation of the recursion in Eg. 84
The schematic representation 3530 of this circuitry is
shown as two intersecting rectangles, appropriately
parameterized, with a = written in the center. When
replicated in a bank 3610 3710, such as illustrated in
FIGS. 36 and 37, the delay line may be factored from
each = filter so that a single delay line feeds the entire
bank.

A bank of = filters can be used to efficiently generate
spectral lines in parallel when the frequency bins are
evenly spaced. For a given (J, the generation of the
spectral line at u=pA uses 20+ 1 of the = filters param-
etered by p on the interval —Q=p=Q. The frequency
line at u=(p+1)A uses = filters in the interval
—Q+1=p=0Q41. There is only one = filter that was
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not used in u=pA sliding window Fourier transform
line that is not used here. As illustrated in FIG. 36 for
=12, a single = filter can therefore contribute to the
output of a number of frequency lines. Here, the input
3605 is fed to a bank 3610 of = filters, the outputs of
which are weighted by desired Szasz series coefficients
and combined 3615 to generate the spectral line outputs
3620 in parallel. Note that the requirement that the
frequency lines be equally spaced does not dictate that
the windows be the same for each frequency line. Note
that, due to the linear time invariance of the circuitry,
the interconnect circuilry 3615 can be placed before the
= filter bank 3610 without affecting the result 3620,

A simplified embodiment of the architecture illus-
trated in FIG, 36 is possible when the agcocfficients are
even functions of q, i.e. ag=a_, This is illustrated in
FIG. 37 for =1. The input 3705 is again applied to the
Z filter bank 3710, The outputs at either side of a desired
frequency line, now, however, are added prior to being
weighted by ). For =2, the putpuls two filters re-
moved would also be added prior to weighting by ea,
etc. The results of these weighted combinations are
added 3715 to generate the outputl spectral lines in par-
allel 3720, As before, the imterconnect circuitry 3715
can be placed prior to the = filter bank 3710 without
effecting the output 3720

Although no specifically indicated in FIGS. 36 and
37, the windows can be varied from one frequency line
to the next by controlling the number and value of the
ay coefficients contributing to a frequency line. Note
alse in FIGS. 36 and 37 that the placing of the intercon-
nect cireuitry prior to the = filter bank requires a higher
clock rate in the interconnect circuitry.

Architecture Variations. In this section, some of the
other architecture variations applicable to the imple-
mentation of the DSP processing methods deseribed in
this document are discussad.

There can exist & number of implementations of digi-
tal circuitry for a given impulse response. One can, for
example, combine the q=0,1 stages 920, 925 in FIG. 9
by writing the = transform transfer function equations
for the q=0 stage 920 and the g=1 stage 925 and com-
bine them with 2 common denominator. The resulting
equatiocn can be implemented in the Direct for 1I
method described by Oppenheim, Willsky and Young,
Signals and Systems, {Prentice Hall, New Jersey, 1983).
The resulting circuitry will be different than that in
FIG. 9, yet the input-output relationship will be identi-
cal. Indeed, similar procedures can be applied to com-
bine the delay, end point correction and resonant cir-
cuitry. Such design variations are well known to those
well versed in the art,

As has been noted, linear time invariant compotents
in series within a circuit can be imterchanged in order
without changing the composite response. In FIG. 14,
for example, the coefficient multiplication 1415 can be
done after the A flter bank 1420 rather than before, as
is shown. Similarly, the series combination of ha[n]
followed by the delay, —z—%at the top of the processor
220 in FIG. 2 can be reversed without affecting the
composite impulse response 230 of the entire processor
220, Such commutative aspects of digital filters are well
known to those skilled in the art.

In many cases of application, only a proportional
value of a sliding window Fourier transform, spectro-
gram or window is required. In such cases, for example,
all of the values of the 8;'s can be weighted by some
appropriately chosen value. In FIG. 5, for example, the

0

3

M)

15

40

45

=0

65

32

weight 3 in the q=0 stage 515, for example, can be
replaced by one if the valus of £1in the g=1 stage is
replaced by 51/ 80 and the end point correction weight
540 is changed from —w[L] to —w[L]Bp. The output
530 would then be changed from y[n] to y[n)/8n. The
resulting filter used, for example, in the two unmodu-
lated window sliding window Fourier transform pro-
cessors in FIG. 1, would result in outputs of
Sn—L;ul/B instead of Sh—L;ju] 135 and
| S[n—TL;u]/By|? instead of |S[n-—L;u]|2 165, Thus, by
allowing proportional cutpots, a multiply is saved. Such
is also the case with the processor in FIG. 33. From
Tables 1 and 2, the Szasr series coefficients on Ham-
ming and Hanning embodiments of this architecture
obey the symmetry o) =a . Therefore, replacing both
ax+) by 1 and ag by ag/a; will vield an output of
S[n—L:u)/a) instead of the output shown 3320, Similar
scalings and variations in other architectures described
in this patent will be apparent to those well skilled in the
art.
Shiding window Fourier Transform and Spectrogram
Wariations. There exists numercus vanations of the
basic definition of the sliding window Fourier trans-
form on Eq. 1. Using the sine transform instead of the
Fourier transform gives

sstd =, ¥ alkistn - Kpintmka) L
Using the cosine transform gives

Sclwa) =, £ alkhen - Koosi2mka) i
Clearly, for real inputs,

Slau] =5+ i8] ]

and either the sine or cosine transform spectrogram can
be obtained by looking at the imeginary or real part of
the circuitry cutput for a sliding window Fourier trans-
form. Similarly, using a Hartley transform,

Sl = £ alilaln — Reasamie) .
where

cas(p) = cos(p) 4 sinp). i
Clearly,

Splrw] = Sclan] + Ssfac] (22}

can also be generated by combining the real and imagi-
nary outpuls of any sliding window Fourier transform
processor thus far described. Any person skilled in the
art can straightforwardly apply the method described
herein to generate these closely related Fourier-based
vanation defimtions of the sliding window Fourier
transforms. Evaluation of the squared magnitude of
Eqs. 87, BS or 90 results in corresponding generalized
spectrograms. The spectrogram results from squaring
the magnitude of Eqs. 82, Any person skilled in the art
can straightforwardly apply the methods described
herein to generate these closely related Fourier-based
wvanation definitions of the spectrogram.
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One dimensional windows can be extended to higher
dimension nsing an outer product, rotation or projec-
tion. Two dimensional windows are used, for example,
in image processing. The method for designing win-
dows deseribed thus far can be extended to windows in
higher dimensions by those skilled in the art.

Applications. Time-frequency representations are
used in a number of applications, Sliding windew Fou-
rer transforms and spectrograms computed using the
truncated resonant circuit approach described in this
document are applicable in many of these cases. They
include use

1. as a means of representing, displaying, monitoring
or otherwise charactenizing signals originating
from waves including but not limited to electro-
magnetic, acoustic, electronic (&.g. voltage, current
and power) and biological waves;

2, a5 a method of computing sliding window Fourier
transforms, spectrograms or other signal process-
ing operations using sliding windows in software
simulations and emulations:

3. as a method of computing sliding window Fourier
transforms, spectrograms or other signal process-
ing operations that use sliding windows using com-
putational hardware; and

. a5 a method of signal representation in pattern
recognition procedures including but nat limited to
use for fault monitoring, as a template for matched
filtering or as training data in 2 classification or
regression machine soch as a layered perception
artificial neural network,

While the preferred embodiments of the invention
have been illustrated and described, vanations will be
apparent to those skilled in the art. Accordingly, the
scope of the invention is to be determined by reference
to the following claims.

The embodiments of the inventicn in which as exclu-
sive property or privilege is claimed are defined as
follows:

1. An apparatus for realizing tapered sliding windows
and similar finite deration impulse responses, compris-
ing:

means for receiving a signal input; and

a composite filter for generating an impulse response
of finite duration, comprising:

first means for generating a first causal impulse re-
sponse output other than a constant or a single
exponential from said signal input means; and

second means for generating an inverted second cau-
sal impulse response output other than a constant
or single exponential from said signal input means
with a weighted time delay period, said second
generating means being connected to said first
generating means such that said second caupsal im-
pulse response is coherently canceled at and be-
yond said weighted time delay period whereby said
composite impulse response output is generated
that is equal to said first causal impulse response
outpot up to but not including said weighted time
delay period and is zera thereafter.

2. The apparatus of claim 1, wherein said two or more
composite infinite impulse response filters are con-
nected in cascade or parallel to generate an impulse
response of finite duration.

3. The apparatus of claim 2, further comprising means
for generaling an end point correction to an output of
said two or more connected composite filters.
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4. An apparatus for generating tapered sliding win-
dows and similar finite duration impulse responses,
comprising:

means for receiving a signal input; and

a composite filter with an impulse response of finite

duration, comprising:

means for generating a causal impulse response out-

put other than a constant or single exponential
from said signal inpot means; and

means for generating an inverted, weighted time

delay output of said causal impulse response output
for a predetermined period of time, said weighted
time delay output gencrating means being con-
nected to said cansal impulse response output gen-
erating means such that said inverted, weighted
time delay output cancels sald causal impulse re-
sponse output after said predetermined period of
time 0 generate a composite impulse response
output £qual to that of the causal impulse response
output up to but not including the predetermined
period of time and than is zero thereafter.

5. The apparatus of claim 4, wherein said caosal im-
pulse response output generating means cOmprises a
resonant circuit.

6. The apparatus of claim 5, wherein said inverted,
weighted time delay output generating means com-
prises an mverted, weighted delay ling circuitry means
that generates 3 weighted delay line that is additively

3p Joined to said casual impulse response output, and fur-
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ther wherein said predetermined peniod of time 15 se-
lected to be a period of time sufficient to cause coherent
cancellation of said causal impulse response output be-
yond said predetermined period of time.

7. The apparatus of claim 5, further comprising means
for generating an end point correction to said composite
impulse response output.

& The apparatus of claim 4, further comprising two
or more composite infinite impulse response filters con-
nected in cascade or parallel to generate a filter with an
impulse response of finite duration.

9. The apparatus of claim 8, further comprising means
for generating an end point correction to said plurality
of windows.

10. The apparatus of claim 5, further comprising a
plurality of composite infinite impulse response filters
wherein said resonant circuit 15 synthesized.

11. The apparatus of claim 4, comprising a plurality
of composite filters in a filter bank.

12, The apparatus of claim 11, wherein said compos-
ite infinite impulse response filter comprises & lambda
filter, the outputs of which are weighted and summed in
accordance to the desired Fourier synthesis of said
windows and one lambda filter services a plurality of
signal input receiving means.

13. The apparatus of claim 4, further comprising
means for decimating the output thereof, such that deci-
mation downsampling is at least two input time units,
and further wherein a contribution common to a sliding
window Fourier transform or spectrogram in two adja-
cent decimated time intervals is updated through a com-
bination delay circuitry and resonant circuitry.

14. The apparatus of claim 13, wherein a parallel
combination of infinite impulse response filters synthe-
sizes said resonant circuit, each of said infinite impulse
response filters having a response of a predetermined
Szasz series component corresponding to a predeter-
mined impulse response.
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15. A method for generating tapered sliding windows
and similar finite duration impulse responses, compris-
ing the steps of:

receiving an input signal;

generating a first causal impulse response output

other than a constant or a single exponential from
said signal input;
generating an inverted second causal impulse re-
sponse output other than a constant or single expo-
nential from said signal input with a weighted time
delay pericd of a predetermined period of time;

coherently canceling said second caunsal impulse re-
spomse output at and beyond said predetermined
time delay pericd by combining said second cansal
impulse response output with said first causal im-
pulse response output such that a composite im-
pulse response output is generated that i equal o
said first causal impulse response output up to but
not including the predetermined period of time,
and is thereafter zero.

16. The method of claim 15, wherein the step of gen-
eraling a first causal impulse response output further
comprises the step of generating a plurality of causal
impulse response outputs and said step of generating
said second capsal impulse response output further in-
cludes coherently canceling said plurality of first causal
impulse response outputs with said single means for
generating an inverted second causal impulse response
output with a weighted time delay period.

17. The method of claim 15, further comprising the
step of penerating an end point correction to said com-
posite impulse response output.
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18. A method for generating tapered sliding windows
and similar impulse responses, such as tapered sliding
window Fourier transforms, comprising the steps of:

receiving an input signal;

penerating a causal impulse response output other

than a constant or a single exponential from said
input signal;

generating an inverted, weighted time delay ourput

from ssid composite capsal impulse with a
weighted delav line;

connecting said inverted, weighted time delay output

with said causal impulse response output such that
said inverted, weighted time delay outpur cancels
said causal impulse response output after said pre-
determined period of time to generate a composite
impulse response output that is equal to the causal
impulse responss output up to bat not incleding the
predetermined period of time and is zero thereaf-
ter.

19. The apparatus of claim 18, wherein said two or
more composite infinite impulse response filters are
connected in cascade or parallel to generate an impulse
response of finite duration.

20. The method of claim 18, wherein said step of
generating a eausal impulse response output and said
step of generating an inverted, weighted time delay
cutput for a predetermined period of time are repeated
to form a plurality of windows,

21. The method of claim 20, further comprising the
step of using a single means for generating an inverted,
weighted time delay output 1o service a bank of lambda
filters to thereby generate modulated sliding window
Fourier transforms and spectrograms at equally-spaced

frequency intervals.
* * X & &=



