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Abstract

There have been a number of applications proposed for artificial neural network computational
structures. The neural network architecture currently receiving most attention as a viable
computational paradigm with competitive performance attributes is the layered perceptron. In
this paper, we will address the relative performance of the layered perceptron and suggest query
based techniques by which training can be improved.

Relative Performance

Do layered perceptrons perform better than other classifiers and regression machines? By
comparison with some other high performance classifiers and regression machines, the current answer
is yes - but not by much. Possibly there is an underlying limit of performance placed on all classifiers
and regression machines that cutting edge algorithms are approaching. If so, then secondary
performance attributes such as training speed and implementation ease must be addressed as primary.

Other artificial neural networks have fallen from favor in an application sense because, quite
simply, they are not competitive with other more conventional approaches. The same question must be
posed in regard to the layered perceptron. Does the layercd perceptron preform better than other
classifiers or regression machines programmed from examples using supervised leaming? Although
abstract analysis of this question may be possible in some cases, it must ultimately be answered in
regard to actual data. Comparisons of the layered perceptron have been performed with classification
and regression trees (CART) and nearest neighbor lookup for such problems as speech, power security
assessment and load forecasting and, in each case, have shown the layered perceptron to perform better
in terms of classification or regression accuracy. Both of these competing algorithms can be
implemented using parallel processing.

In comparison with nearest neighbor lookup, the layered perceptron was shown to interpolate
much more smoothly and with greater accuracy for the problem of power security assessment [1-2].
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Here are some accuracy figures contrasting the layered perceptron with CART. Details of the
experiments can be found in papers by Atlas et.al. [34]. Indeed, these papers must be consulted to give
significant meaning to the statistics that follow. In power load forecasting [5-6], current and forecasted
temperature and current load demand is used to forecast the future power load demand. For this
problem, the worst perceptron performance was an error of 1.78%. CART produced an error of 1.68%.
For speaker independent vowel classification, the perceptron again had a higher correct classification
rate than CART, 47.4% to 38.2%. In the power security assessment problem, the state of a power
system is determined to be safe or in jeopardy. Applied to this problem, the perceptron again had a
lower error rate - 0.78% tw 1.46% (6-8].

In the form of CART used in this experiment, the feature space was initially divided into planes
that were perpendicular to the axes. In a higher order form of CART, these planes can be oriented at
angies. The higher order form of CART has given preliminary results that are nearly indistinguishable
in performance to the layered perceptron. There also exist other high power paradigms, such as
projection pursuit 10 which the layered perceptron performance must ultimately be compared.

Query Based Training

More generally, there seem to be fundamental problems of classifiers and regression machines
taught by example. These are problems of the problem, and not specific to the classifier used. A
dominant difficulty, for example, seems to that of scaling. As is often demonstrated, layered
perceptrons work quite well on toy problems such as two bit parity (or the exclusive or). For larger
more complex problems, larger more complex layered perceptrons simply will not train. This seems
also to be a common problem to other classifiers.

A second problem associated with trained classifiers and regression machines is the diminishing
return of information content in randomly generated training data obtained with respect to the data set
cardinality. In other words, the more that is learned, the harder it becomes to leam something new. To
illustrate, consider the classification problem of learning the location of a point a on the interval 0 <a <
1. We choose a point at random on the unit interval. If it to the right of a, we assign it a value of one.
If is to the left of g, the resultis 0. Itis clear that, after a number of data points have been generated at
random on the unit interval, that a lies somewhere between the rightmost Q and the left most 1. Call
this subinterval C. If we generate a new data point that does not lie in the subinterval C, we have
leamed nothing new. If the new point lies in the subinterval C, then we revise the subinterval and make
it’s duration shorter. Doing so, however, decreases the chance that the next data point contains new
information. That is, the probability decreases that the new data point lies in the shorter interval. Thus,
in this example, the more we learn about the location of the point g, the harder it is to learn. One
approach to counteract this phenomenon is with the use of oracles in query based learning [9].

In supervised leamning, each feature vector is assigned a classificaton (or regression) value or
values. There is usually a cost associated with this assignment, such as the cost of performing an
experiment, computational overhead or simply time. We can envision this process as a presentation to
an oracle the feature vecior. For a cost, the oracle will reveal to us the proper classification or
regression value associated with that vector. Note that, if we have deep poackets to pay the oracle, there
is no need to for a classifier or regression machine such as the layered perceptron. Any feature vector
we desire can be taken (o the oracle for proper categorization.

In many cases of interest, we have the freedom to choose the feature vectors that we present to
the oracle. Ideally, we would like to present those vectors to the oracle that, in some sense, will result
in training data of high information content. The motive is to effectively train the classifier or
regression machine with a low training data cost. Query based training is concerned with the manner in
which the training vectors that will result in high information data are chosen.
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Final Remarks

This paper has posed some important questions in regard to the future success of the layered
serceptron artificial neural network and has presented an overview of some of the work being done at
he Interactive Systems Design Laboratory at the University of Washington to answer these questions.
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