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Fig. 4. Performance of Models. (a) Model I with Clean Test Pattern. (b)
Model 2 with Clean Test Pattern. (c) Model I with Noisy Test Pattern.
(d) Model 2 with Noisy Test Pattern. Arrows indicate the ideal response

positions at the end of phoneme.

8. CONCLUSION

The formal neuron was generalized to the dynamic fonnal neuron to recognize spatia­
temporal patterns. It is shown that existing learning rules can be generalized for dynamic fonnal
neurons.

An artificial neural network using dynamic formal neurons was applied to classifying 30
model phonemes with bipolar patterns created by using parameters of formant frequencies and
their bandwidths. The mode! operates in twO stages: in the first stage, it calculates the correla­
tion between me input and prototype patterns Stored in the transfer function matrix. and. in the
second stage, a lateral inhibition network selects the output of the phoneme pattern close to the
input pattern.
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Fig. 4 (continued.)

Two models with different transfer functions were tested. Model 1 was a matched filter
bank model and Model 2 was a pseudo-inverse filter model A sequence of phoneme patterns
corresponding to continuous pronunciation of digits was used as a test pattern. For the test pat­
tern, Model 1 missed to recognize one phoneme and responded falsely once while Model 2
correctly recognized all the 32 phonemes in the test pattern. When the flip noise which flips the
sign of the pattern with the probability 0.2, Model 1 missed three phonemes and falsely
responded once while Model 2 recognized all the phonemes and false-alarmed once. Both
models detected the phonerns at the correct position within the continuous stream.
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