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Fig. 4 (continued.)

Two models with different wransfer functions were tested. Model 1 was a martched filter
bank model and Model 2 was a pseudo-inverse filter model. A sequence of phoneme patterns
corresponding 10 continuous pronunciation of digits was used as a test pattern. For the test pat-
tern, Model 1 missed to recognize one phoneme and responded falsely once while Model 2
correctly recognized all the 32 phonemes in the test pattern. When the flip noise which flips the
sign of the pattern with the probability 0.2, Model 1 missed three phonemes and falsely
responded once while Model 2 recognized all the phonemes and false-alarmed once. Both
models detected the phonems at the correct position within the continuous strearm.
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