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ABSTRACT

js paper presents a significant result in applying the generalized
_frequency representation (GTFR) to speech signal analysis. A
:mensional kemel is designed which assures the GTFR of the
e time support property and interference term suppression capabil-
ty.cmnpaﬁsonoftheresultwiththaloflhespecu-ogmmanda
jgner distribution shows that much better resolution and accuracy is
jeved by using the chosen two-dimensional kemel.

Introduction

The speech spectrogram has been an important tool for speech
!mml analysis for over 30 years. A spectrogram is a two-dimensional
time-frequency representation of speech where the vertical and horizon-
tal axes correspond (o frequency and time, respectively. Signal energy
lis represented by darkness such that formants of speech appear as dark
\bands on the two dimensional plane [1]. Although the need for such a
representation comes from the nonstationarity of signal, the analysis
imethod is based on the assumption of short time stationarity. There-
fore, the method cannot give a good result when there are rapid
_changes of frequency content. This lack of accuracy can occur when-
Zever there are abrupt changes in the manner of articulation, e.g. most
|consonant-vowel boundaries.

Recently, there has been a surge of interest in applying the
Wigner distribution (WD) to nonstationary signal analysis and syn-
thesis. The WD is shown in Claasen er a/ (2] to be a time-frequency
representation which relates to other time-frequency representations,
such as the spectrogram, through a two dimensional kemel. The WD is
shown to be the representation which possesses 9 properties that are
(desirable in signal analysis [2]. Although some encouraging results
have been obtained in the application of WD or PWD (a modified ver-
sion of WD for shon time analysis [3,4]), the inherent problem of una-
‘ {oidablc interference terms makes it difficult to use in multi-component

signal analysis (3].

It is imponant to note that an utterance of voiced speech is a
multicomponent signal with rich harmonic contents. The PWD of
Speech has a very complicated time-frequency partem due to the addi-
[;llon of interference terms on top of the formant frequencies. The
: consequence is that although artempts have been made in applying the
i PWD 10 speech, the spurious interference terms reduce the utility of

the time-frequency partem.
In this paper the problem is approached by side-stepping the need
. m_aimain a WD or PWD. A generalized time-frequency representa-
Uon is desired such that the kemnel of the representation satisfies those
eonstraints which guarantee the desired properties. Significanly berter
®solution is obtained compared with that of the spectrogram. The
:}“hﬂn_a!ical analysis is done mainly on continuous cases for the ease
Motation and discrete versions are supplied when it is necessary. All
Programming work have been done on a Symbolics 3640 using
Sp and the algorithms have been integrated into ISP (5].

Background and Definitions

Wigner distribution

The WD of a real-valued speech signal signal f (t) can be defined
both in terms of £ (¢) and its Fourier transform £ (f). In terms of £ (¢),
the definition is

+eo
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Spectrogram (also call short-time Fourier transform)

Let the signal be f(¢) and the window be A(z). The segment of
the signal selected for short-time analysis is f,(t) = f (t)A(t—t) and the
time-varying spectrogram is %
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Generalized time-frequency representation
Cotf i ®@y) =
Rand

J2x(fpt2fs~fpu)

J I I‘”M (f g 0f W+v2)f (u-12)e du dt df

—

@, (fg.0) is an arbitrary two-dimensional kemnel, the choice of
which affects the properties of the time-frequency representation. Two
alternative kemel descriptions, which are related to @, (f,,7) through a .
one-dimensional forward or inverse Fourier transform, are @, (¢.7) and
tbf (fgf,)- The affect of the choice of ® (1,7), or equivalenty
<1>/(f‘9 J,). on the GTFR is the central issue in the problem of high
resolution and distortion-free time-frequency displays.

Kernel Design for High Resolution

An analytic goal in a high resolution display is that of finite time
and frequency supporn. As discussed in (2] two of the nine constraints
on the GTFR kemel directly affect these properties. Due to space limi-
tatons many results will be stated without proof. Also, the finite tme
support arguments will be stressed. The interested reader will find more
detail in [6].

The finite time support property is most directly affected by the
design of @ (¢,7). This kernel can be related to the GTFR via

R aad
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c,(zJA;o,)=jjo,(z-u.r)f(u«/2)f(u~uz)e'j du dt (1)
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can thus be scen that the GTFR can bc expressed as the
\ransform with respect to t of a function Z(¢.1), where

zZao=9070)* [f +v2)f (1 -12)]

It
.‘ nef

2 convolution with the kemel along the dimension t. It can
3 Ley.show graphically that the kemel ® (¢.7) chosen in Fig. 1 is

w . .
gficient for the property of finite support:

Let the time support of f(¢) be 171< T, which is shown in Fig.
shen the support region of f (1+v/2)f (1—v2) on the (¢,1) planc is as
: wn in Fig. 3. Since the support length adds up through convolution,
L support region of Z(¢.7) will be a rectangle as shown in Fig. 4.
refore the support region of the GTFR on the (¢.f,) plane is res-
cied within 171< T ie. finite tme support is maintained. This 1s
own in Fig. 5.

The kemel @, (1,7) chosen in Fig. 1 can be expressed as

o

‘bl(t.t) = (1-rect( )] x(¢,7)
PATY
T .
Sehere 1-rect(— ) restricts the support region to the hatched arca
21t

5 nd x(z,7) shapes the kemel within the support region. Since the ker-
el is designed for short time analysis, the T dependence of x(r.1)
Should taper @, (1,%) down toward zero at Itl = T. As with other tech-
Iniques of spectral analysis, this data taper is needed to reduce the effect
Jof sidelobe leakage.

: The choice of ¢ dependence of x(s,t) will ultimately relate to the
istorting interference terms. By considering ®f(f g 4)» which is the
2-dimensional Fourier transform of @ (¢,7), the GTFR can be
{expressed in an alternative fashion:

e

‘T ' ’ _}u/'t ’

B 0S @) =[[ O, \~f WU +f g F ' ~fy/De " df'df,
e interpretation of the above GTFR formulation is analogous to Eq.
). The GTFR can thus be expressed as the inverse Fourier transform
'thn:specnofB of a function Y(faJA). where

f Y(Fad )=,y )% U+ 32 (fy=f5/2)]

amely, a convolution with the kemel along the dimension [y With
B is formulation, finite frequency support can be graphically obtaincd
10r an hourglass-shaped extent of Qf (fgf,). analogous 1o the argu-

ment for finite time support. This choice of Ql(fa J,). is consistent
V12 a two-dimensional Fourier transform) with the previous choice of

The reduction of interference terms in the time-frequency display
: be brought about by forcing d’/(fa f,) to have low-pass ulicr
havior in the f, direction, thus smoothing out the spurious com-
onents. Ideally, this corresponds to spreading ®,(r.1) as much as
BOssible in the support region in the ¢ direction. If x(z.7) is chosen to
independent of t and Gaussian in the T direction. e

-2at
xtT)=e

¢ design constraints are satisfied.
Discrete Case

The discrete version of the GTFR can be defined as

n+l L
-8
Ced)= T T o (—pk)f@+k)f ke’
| p=a-L k=l
,ih"‘ 2L-1 is the number of data points in the analysis segment. The

SCrete version of the appropriate kernel is

n 1
D (nk)= rect(—)e ™

ki

where the recz( . ) function is defined as being unity for arguments
between -1 and 1, inclusive.

Experimental Results

The scntence “‘that you may see’ and the single word *‘jump’’
were used in the experiments. The passages were low-pass filtered at §
kHz and sampled at 20 kHz. The duration of the waveforms arc 1.9712
sec. and 0.1536 sec.. respectively. All displays arc made in a
spectrogram-like fashion: the horizontal axis corrcsponds to time. the
verucal axis corresponds 10 increasing frequency, and increasing mag-
nitude of the time-frequency display is indicated by increasing dark-
ness. (Negative values for the GTFR displays were set to zero.) Also.
all displays have a frequency range of 5 kHz.

In Fig. 6, the top pane is the speech “‘that you may see’’, the
middle one is the spectrogram and the bottom one is the GTFR. The
spectrogram has a DFT size of 256 samples and the analysis interval of
32 samples. For the GTFR the DFT size is 127 samples and the
analysis interval is 3 samples. The comparison of the middle and the
bottom panes shows more precisely defined formant tracks in the
GTFR. The most prominent part is in the coaniculation between
“that’’ and ‘‘you’’, where the formant tracks which link those of
“that’’ and ‘‘you’” are clearly visible in the GTFR but are almost
smeared out in the spectrogram.

Fig. 7 shows the spectrogram, the PWD and the GTFR of the
speech word *‘jump’’ on the top, middle and bottom pane, respectively.
The spectrogram and the PWD are the same as in Fig. 6. For the
GTFR the parameters of DFT size and analysis interval are 127 sam-
ples and 8 samples, respectively. The comparison of the three panes
shows that the GTFR gives much clearer formant tracks in the *‘j"’
sound than the spectrogram and the PWD do. Due to the shorter
analysis interval the vertical striations can now be observed in the
GTFR, in contrast to the GTFR in Fig. 6.

Fig. 8 shows the result of narrow band analysis on the sentence
‘‘that you may see’’. The spectrogram is on the top pane with a DFT
size of 256 samples ana an analysis interval of 64 samples. The GTFR
is on the bottom has a DFT size of 128 samples and an analysis inter-
val of 64 samples. The GTFR has much higher resolution of formant
frequency positions.

Fig. 9 shows the casc when the word ‘‘jump’’ is contaminatcd by
additive white noise with the signal to noise ratio being -10 db. From
the top to bottom pane are the speech waveform, the spectrogram, the
PWD and the GTFR. Due to a pre-emphases operation for all 3 time-
frequency displays, the noisc has more effect on the high frequency
content than it does on the low frequency part. In this case, the PWD
fails completely since no formants can be observed. The spectrogram
still shows some formant structure in the low frequency part but is not
as clearly discemible as in the GTFR.

Summary

A GTFR with finite ume support property and enough interference
term suppression capability is obtained by imposing constraints on the
two dimensional kemel design. Experiments show that much clcarer
formant tracks can be obtained using the GTFR than by using the con-
ventional spectrogram. This nonparametric method with its precisely
defined formant locations might provide an alternative o LPC for
speech recognition, especially in the presence of noise. Although the
GTFR has been designed primarily for the purpose of speech analysis,
there is no doubt that it can be applied to other time series analysis as
well. By increasing the dimensionality of the kemel and by tradinyg
tcmporal for spatial variables it mav also be possible to extend ihe



S anon 10 the ficld of image processing. Morcover. this icchnique

pphe? i;ng kemels according to a set of construnts on iwo-
°f d::f‘ml planes will yield GTFRs more satisfactory than existing
g;caﬁon.spcciﬁc transforms.
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Fig. 5: The suppon region on (tf,) plane of the GTFR.
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Fig. 6: A comparison of the spectrogram and the GTFR on the
scnience ‘‘that you may see’’.

Fig. 7. A comparison of the spectrogram. the PWD and the
GTFR on the word *‘jump’’.
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Fig. §: A comparison of the spectrogram and the GTFR on the
sentence ‘‘that you may see’’ using narrow band analysis.

arison of the spectrogram, the PWD and the
G1T-R on the word ‘‘jump’’ in the presence of noise.
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