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Gabor's Signal Expansion and Its Relation to Sampling of the Sliding-Window Spectrum

Martin J. Bastiaans

1.1 Introduction

It is sometimes convenient to describe a time signal $\varphi(t)$, say, not in the time domain, but in the frequency domain by means of its frequency spectrum, i.e., the Fourier transform $\hat{\varphi}(\omega)$ of the function $\varphi(t)$, which is defined by

$$\hat{\varphi}(\omega) = \int \varphi(t) e^{-j\omega t} dt;$$

a bar on top of a symbol will mean throughout that we are dealing with a function in the frequency domain. (Unless otherwise stated, all integrations and summations in this contribution extend from $-\infty$ to $+\infty$.) The frequency spectrum shows us the global distribution of the energy of the signal as a function of frequency. However, one is often more interested in the momentary or local distribution of the energy as a function of frequency.

The need for a local frequency spectrum arises in several disciplines. It arises in music, for instance, where a signal is usually described not by a time function nor by the Fourier transform of that function, but by its musical score: indeed, when a composer writes a score, he prescribes the frequencies of the tones that should be present at a certain moment. It arises in optics: geometrical optics is usually treated in terms of rays, and the signal is described by giving the directions (cf. frequencies) of the rays (cf. tones) that should be present at a certain position (cf. time moment). It arises also in mechanics, where the position and the momentum of a particle are given simultaneously.

A local frequency spectrum can be constructed in different ways. One favorite candidate is the Wigner distribution function [953, 663, 139, 45, 67, 222, 889, 59], introduced in 1932 by Wigner in mechanics to describe
mechanical phenomena in a so-called phase space. The Wigner distribution function is a representative of a rather broad class of bilinear time-frequency functions [226, 227, 222], which are related to each other by linear transformations. Some well-known time-frequency representations — like Woodward’s ambiguity function [966, 707, 889], Rihaczek’s complex energy density function [768], and Mark’s physical spectrum [577] — belong to this class. This broad class of bilinear time-frequency functions is known as the Cohen class [226]; any function of this class is described by the general formula

\[ F(t, \omega) = \frac{1}{2\pi} \int \int \varphi(\tau + \frac{1}{2}t')\varphi^*(\tau - \frac{1}{2}t')k(t, \omega, t', \omega') \times e^{-j(\omega t' - \omega t + \omega')} d\tau dt'd\omega'. \]

where an asterisk denotes complex conjugation. The choice of the kernel \( k(t, \omega, t', \omega') \) selects one particular function of the Cohen class; the Wigner distribution function, for instance, arises when we choose \( k(t, \omega, t', \omega') = 1 \), whereas \( k(t, \omega, t', \omega') = 2\pi\delta(t - t')\delta(\omega - \omega') \) yields the ambiguity function. In this contribution we will not consider the Wigner distribution function or any other member out of this class of bilinear time-frequency signal representations.

Another strong candidate for a local frequency description of a signal is the sliding-window spectrum — or windowed Fourier transform — a generalized version of the short-term Fourier transform, which is well-known in speech processing [746, 691]. It is defined as the cross-ambiguity function see [889] and the references cited there) of the signal \( \varphi(t) \) and a window function \( w(t) \) and is constructed in the following way. We multiply the signal by a complex conjugated version of the window function, which is usually more or less concentrated around a certain time moment \( t \), say, and determine the Fourier transform of the product, with frequency variable \( \omega \), \( \varphi \). Thus we create a function of time \( t \) and frequency \( \omega \), simultaneously, which might be considered as the local frequency spectrum of the signal.

A local frequency spectrum like the sliding-window spectrum describes the signal in time \( t \) and frequency \( \omega \), simultaneously. It is thus a function of two variables, derived, however, from a function of one variable. Therefore, it must satisfy certain restrictions, or, to put it another way: not any function of two variables is a local frequency spectrum. The restrictions at a local frequency spectrum must satisfy correspondence to Heisenberg's uncertainty principle in mechanics, which states the impossibility of a too accurate determination of both position and momentum of a particle. In this chapter we will show that the sliding-window spectrum is completely determined by its values on the points of a certain time-frequency lattice, which is exactly the lattice suggested by Gabor [313] as early as 1946.

A third candidate for a local frequency spectrum is Gabor's signal expansion. In 1946, Gabor suggested the expansion of a signal into a discrete set of properly shifted and modulated Gaussian elementary signals [313].

A quotation from Gabor’s original paper might be useful. Gabor writes in the summary:

Hitherto communication theory was based on two alternative methods of signal analysis. One is the description of the signal as a function of time; the other is Fourier analysis . . . . But our everyday experiences . . . insist on a description in terms of both time and frequency . . . . Signals are represented in two dimensions, with time and frequency as co-ordinates. Such two-dimensional representations can be called ‘information diagrams’, as areas in them are proportional to the number of independent data which they can convey . . . . There are certain ‘elementary signals’ which occupy the smallest area in the information diagrams. They are harmonic oscillations modulated by a probability pulse. Each elementary signal can be considered as conveying exactly one datum, or one ‘quantum of information’. Any signal can be expanded in terms of these by a process which includes time analysis and Fourier analysis as extreme cases.

Although Gabor restricted himself to an elementary signal that had a Gaussian shape, his signal expansion holds for rather arbitrarily shaped elementary signals [50, 55]. We will show that there exists a strong relationship between Gabor’s signal expansion and the sampling of the sliding-window spectrum, and that Gabor’s signal expansion can be used to reconstruct the signal from its sampled sliding-window spectrum.

In section 2 we will introduce the sliding-window spectrum and show some of its properties. Sampling of the sliding-window spectrum is studied in section 3, and the reconstruction of the signal from the sampling values by means of the Zak transform is shown there. Some examples of window functions are considered in section 4. In section 5 we introduce Gabor’s signal expansion and show an easier way to reconstruct the signal from its sampled sliding-window spectrum. Some examples will be considered in section 6. Propagation of Gabor’s expansion coefficients through linear systems and some ideas about the number of degrees of freedom of a signal will be the subject of section 7. In section 8 we will describe an optical means for generating Gabor’s expansion coefficients and we will show a link to folded spectrum techniques.

We will restrict ourselves to one-dimensional time signals: the extension to two or more dimensions, however, is rather straightforward. Most of the results can be applied to continuous-time as well as discrete-time signals. We will concentrate on continuous-time signals, but we will state the results for the discrete-time case, if necessary, as well. To distinguish continuous-time from discrete-time signals, we will denote the former with curved brackets and the latter with square brackets: thus \( \varphi(t) \) is a continuous-time and \( \varphi[n] \) a discrete-time signal. We will use the variables in a consistent
1.2 Sliding-Window Spectrum

The sliding-window spectrum \( S_w(t, \omega) \) of the signal \( \varphi(t) \) is defined as

\[
S_w(t, \omega) = \int \varphi(t')w^*(t' - t)e^{-j\omega t'}dt',
\]

where \( w(t) \) is the window function. We note that the sliding-window spectrum can be considered as the Fourier transform of the product of the signal \( \varphi(t) \) and a conjugated and shifted version of the window function \( w(t) \). The window function may be chosen rather arbitrarily; mostly it will be a function that is more or less concentrated around the origin. The sliding-window spectrum can then be considered as a windowed or short-term Fourier transform of the signal, which, indeed, can be interpreted as a local frequency spectrum. If the window function is chosen a very narrow function, like a Dirac function, the sliding-window spectrum reduces to a pure time representation of the signal; if, on the other hand, the window function is chosen constant, the sliding-window spectrum reduces to a pure frequency representation. In general, however, the sliding-window spectrum is an intermediate signal description between the pure time and the pure frequency representation.

Instead of the definition in the time domain, there exists an equivalent definition in the frequency domain, reading

\[
S_w(t, \omega) = \frac{1}{2\pi} \int \tilde{\varphi}(\omega')\tilde{w}^*(\omega' - \omega)e^{j\omega t}d\omega', e^{-j\omega t}.
\]

(1.2.2)

The factor \( e^{-j\omega t} \) causes a slight asymmetry between the definitions (1.2.1) and (1.2.2); if desired, more symmetric definitions result from adding a factor \( e^{j\omega t/2} \) to the right-hand sides of these relations.

The sliding-window spectrum of a one-dimensional signal can easily be displayed by optical means. Since this spectrum is the cross-ambiguity function of \( \varphi(t) \) and \( w(t) \), we can use the optical arrangements that are designed to display such cross-ambiguity functions [785, 594, 595, 41, 761]; we only have to convert the time functions \( \varphi(t) \) and \( w(t) \) to space functions.

We will give some properties of the sliding-window spectrum, which can be derived directly from the definitions (1.2.1) and (1.2.2). Other properties can be found in the literature on cross-ambiguity functions. (See, for instance, [889] and the references cited there.)

1.2.1 Inversion Formulas

Since the definition given in (1.2.1) of the sliding-window spectrum \( S_w(t, \omega) \) can be considered as a Fourier transformation of the product \( \varphi(t')w^*(t' - t) \) with respect to \( t' \), we can easily find a way to reconstruct the signal \( \varphi(t) \) from its sliding-window spectrum by simply writing down the corresponding inverse Fourier transformation

\[
\varphi(t')w^*(t) = \frac{1}{2\pi} \int S_w(t' - t, \omega)e^{j\omega t}d\omega.
\]

An inversion formula similar to relation (1.2.3), but based on the definition (1.2.2) in the frequency domain, can be formulated to reconstruct the spectrum \( \tilde{\varphi}(\omega) \).

There exists another way of reconstructing the signal from its sliding-window spectrum, viz., by means of the inversion formula [139]

\[
\varphi(t') \int |w(t')|^2 dt = \frac{1}{2\pi} \int \int S_w(t, \omega)w(t' - t)e^{j\omega t}dtd\omega,
\]

(1.2.4)

which represents the signal as a linear combination of shifted and modulated window functions, with the sliding-window spectrum \( S_w(t, \omega) \) as a weighting function. However, this linear combination is not unique [139]; indeed, there are many kernels \( S(t, \omega) \) that satisfy the relationship

\[
\varphi(t') \int |w(t')|^2 dt = \frac{1}{2\pi} \int \int S(t, \omega)w(t' - t)e^{j\omega t}dtd\omega.
\]

(1.2.5)

One obvious kernel is suggested by Gabor's signal expansion, in which case the kernel \( S(t, \omega) \) has the form of a discrete set of Dirac functions in the time-frequency domain, as we will see in section 5. The representation (1.2.4), i.e., choosing the kernel \( S(t, \omega) \) in relation (1.2.5) equal to the sliding-window spectrum \( S_w(t, \omega) \), is the best possible one in the sense that for this choice the \( L^2 \)-norm of \( S(t, \omega) \) takes its minimum value. To see this we multiply both sides of Eqs. (1.2.4) and (1.2.5) by \( \varphi^*(t') \), integrate over \( t' \), and conclude from the equivalence of the right-hand sides of the resulting equations that \( S_w(t, \omega) \) and \( S(t, \omega) - S_w(t, \omega) \) are orthogonal in the sense

\[
\frac{1}{2\pi} \int \int S_w(t, \omega)[S(t, \omega) - S_w(t, \omega)]^*dtd\omega = 0;
\]

(1.2.6)

hence, the relationship

\[
\frac{1}{2\pi} \int |S(t, \omega)|^2 dtd\omega = \frac{1}{2\pi} \int \int |S_w(t, \omega)|^2 dtd\omega\]

\[
+ \frac{1}{2\pi} \int \int |S(t, \omega) - S_w(t, \omega)|^2 dtd\omega
\]

(1.2.7)
holds. It will be clear from Eq. (1.2.7) that the $L^2$-norm of $S(t, \omega)$ takes its minimum value if $S(t, \omega) - S_w(t, \omega) = 0$, i.e., if we choose the kernel $S(t, \omega)$ equal to the sliding-window spectrum $S_w(t, \omega)$.

### 1.2.2 Space and Frequency Shift

Let $S_w(t, \omega)$ be the sliding-window spectrum of the signal $\varphi(t)$: the sliding-window spectrum of the shifted and modulated signal $\varphi(t - t_0)e^{i\omega t_0}$ then takes the form $S_w(t - t_0, \omega - \omega_0)e^{-j(\omega - \omega_0)t_0}$. In particular, the squared modulus of the sliding-window spectrum, which is also known as the physical spectrum, or the spectrogram, has the following property: a time or frequency shift of the signal yields the same time or frequency shift for the squared modulus of the sliding-window spectrum.

### 1.2.3 Some Integrals Concerning the Sliding-Window Spectrum

The integral of the squared modulus of the sliding-window spectrum over the frequency variable $\omega$,

$$\frac{1}{2\pi} \int |S_w(t, \omega)|^2 d\omega = \int |\varphi(t')|^2 |w(t' - t)|^2 dt', \quad (1.2.8)$$

can be interpreted as a weighted version of the intensity $|\varphi(t)|^2$, whereas the integral over the time variable $t$,

$$\int |S_w(t, \omega)|^2 dt = \frac{1}{2\pi} \int |\varphi(\omega')|^2 |\tilde{w}(\omega' - \omega)|^2 d\omega', \quad (1.2.9)$$

can be considered as a weighted version of $|\varphi(\omega)|^2$. The integral of the squared modulus over the entire time-frequency domain,

$$\frac{1}{2\pi} \iint |S_w(t, \omega)|^2 dt d\omega = \left(\int |\varphi(t)|^2 dt\right) \left(\int |w(t)|^2 dt\right), \quad (1.2.10)$$

is equal to the product of the total energy of the signal and the total energy of the window function.

### 1.2.4 Discrete-Time Signals

The concept of a sliding-window spectrum can easily be extended to discrete-time signals. Let $x[n]$ ($n = \ldots, -1, 0, 1, \ldots$) denote such a discrete-time signal and let $w[n]$ represent a window sequence. Analogous to definition (1.2.1), the sliding-window spectrum is then defined as [cf. [746], Eq. (6.1)]

$$S_w(n, \vartheta) = \sum_{n'} x[n']w^*[n' - n]e^{-j\vartheta n'}. \quad (1.2.11)$$

1.3 Sampling Theorem for the Sliding-Window Spectrum

Unlike Eq. (6.1) in [746], the definition (1.2.11) uses a complex conjugated version of the window: moreover, the window has not been time-reversed. The only reason for doing this is to get more elegant formulas in the remainder of this chapter. The sliding-window spectrum for a discrete-time signal is a function of the two variables $n$ and $\vartheta$: the time index $n$ is discrete and represents the position of the window, and the frequency variable $\vartheta$ is continuous. Of course, as in the case of normal Fourier transforms of discrete-time signals, the sliding-window spectrum $S_w(n, \vartheta)$ is periodic in $\vartheta$ with period $2\pi$.

The inversion formula (1.2.3) has its counterpart in the discrete-time case and then reads

$$x[n'] = \frac{1}{2\pi} \int_{2\pi} S_w(n' - n, \vartheta)e^{j\vartheta n'} d\vartheta. \quad (1.2.12)$$

where $\int_{2\pi} d\vartheta$ represents integration over one period $2\pi$: the counterpart of the inversion formula (1.2.4) takes the form

$$x[n'] \sum_{n} |w[n]|^2 = \sum_{n} \frac{1}{2\pi} \int_{2\pi} S_w(n, \vartheta)w[n' - n]e^{j\vartheta n'} d\vartheta. \quad (1.2.13)$$

The other properties of the sliding-window spectrum have their counterparts in the discrete-time case, as well, which counterparts can easily be derived.

1.3 Sampling Theorem for the Sliding-Window Spectrum

We can reconstruct the signal from the sliding-window spectrum via the inversion formula (1.2.3) or (1.2.4). However, in order to reconstruct the signal, we need not know the entire sliding-window spectrum: it suffices to know its values at the points of the Gabor lattice $(t = mT, \omega = k\Omega)$ with $\Omega T = 2\pi$, where $m$ and $k$ take all integer values [313]. In quantum mechanics this lattice is known as the Von Neumann lattice [678, 38]. Note that the Gabor lattice is rectangular, and that the rectangular cells occupy an area of $2\pi$ in the time-frequency domain (see Fig. 1.1).

Let the values of the sliding-window spectrum at the sampling points $(t = mT, \omega = k\Omega)$ be called $s_{mk}$. We thus have the relation

$$s_{mk} = S_w(mT, k\Omega) = \int \varphi(t)w^*(t - mT)e^{-j\Omega t} dt. \quad (1.3.1)$$

We shall now demonstrate how the signal can be found when we know the values $s_{mk}$ of the sampled sliding-window spectrum.
an interesting relationship between a function and its Fourier transform, viz.,

\[ T \sum_m \varphi(t + mT)e^{-jwT} = e^{jwT} \sum_k \varphi(\omega + k\Omega)e^{j\Omega t} \quad (\text{with } \Omega T = 2\pi), \]

which is, in fact, a generalized form of Poisson's sum formula known in Fourier theory. We remark that the function \( \hat{\varphi}(t, \omega) \) is periodic in the frequency variable \( \omega \) with period \( \Omega \) and quasi-periodic in the time variable \( t \), with quasi-period \( T \):

\[ \hat{\varphi}(t + mT, \omega + k\Omega) = \hat{\varphi}(t, \omega)e^{jwT}. \quad (1.3.7) \]

The inverse relationship of Eq. (1.3.5) has the form

\[ \varphi(t + mT) = \frac{1}{\Omega} \int_{\Omega} \hat{\varphi}(t, \omega)e^{jwT}d\omega, \quad (1.3.8) \]

and a similar relationship exists for the definition (1.3.6); it will be clear that the variable \( t \) in relation (1.3.8) can be restricted to an interval of length \( T \), with \( m \) taking on all integer values. Parseval's energy theorem now leads to the relationship

\[ \frac{1}{2\pi} \int_T \int_{\Omega} |\hat{\varphi}(t, \omega)|^2 dtd\omega = \frac{1}{T} \int |\varphi(t)|^2 dt. \quad (1.3.9) \]

Relation (1.3.5) provides a means to represent a one-dimensional time function by a two-dimensional time-frequency function on a rectangle with finite area \( \Omega T = 2\pi \). The two-dimensional function \( \hat{\varphi}(t, \omega) \) associated to the one-dimensional function \( \varphi(t) \), according to definition (1.3.5), is known as the Zak transform because Zak was the first who systematically studied this transformation in connection with solid state physics [992, 993, 994]. Some of its properties were known long before Zak's work, however. The same transform is called the Weil-Brezin map and it is claimed that the transform was already known to Gauss [798]. It was also used by Gel'fand (see, for instance, [756], Chapter XIII): Zak seems, however, to have been the first to recognize it as the versatile tool it is. The Zak transform has many interesting properties and also interesting applications to signal analysis, for which we refer to [428, 429].

With the help of the functions \( \hat{s}(t, \omega), \hat{\varphi}(t, \omega) \) and a similar function \( \hat{w}(t, \omega) \) (a Zak transform, again) associated with the window function \( w(t) \), relation (1.3.1) can be transformed into

\[ \hat{s}(t, \omega) = T\hat{\varphi}(t, \omega)\hat{w}^*(t, \omega). \quad (1.3.10) \]

The transition from (1.3.1) to (1.3.10) goes as follows. We first write down the definition (1.3.2) of the function \( \hat{s}(t, \omega) \)

\[ \hat{s}(t, \omega) = \sum_m \sum_k s_{mk}e^{-j(mwT-k\Omega t)}. \]
and substitute the sample values \( s_{mk} \) from relation (1.3.1):

\[
\tilde{s}(t, \omega) = \sum_m \sum_k \left( \int \varphi(t')w^*(t' - mT)e^{-jk\Omega t'} dt' \right) e^{-j(m\omega T - k\Omega t)}.
\]

We rearrange factors

\[
\tilde{s}(t, \omega) = \sum_m \left[ \int \varphi(t')w^*(t' - mT) \left( \sum_k e^{-jk\Omega(t' - t)} \right) dt' \right] e^{-j\omega T}
\]

and replace the sum of exponentials by a sum of Dirac functions

\[
\tilde{s}(t, \omega) = \sum_m \left[ \int \varphi(t')w^*(t' - mT)T \delta(t' - t - kT) dt' \right] e^{-j\omega T}.
\]

We rearrange factors again,

\[
\tilde{s}(t, \omega) = T \sum_m \left( \sum_k \int \varphi(t')w^*(t' - mT) \delta(t' - t - kT) dt' \right) e^{-j\omega T}.
\]

and evaluate the integral

\[
\tilde{s}(t, \omega) = T \sum_m \left( \sum_k \varphi(t + kT)w^*(t + kT - mT) \right) e^{-j\omega T}.
\]

After a final rearranging of factors we find

\[
\tilde{s}(t, \omega) = T \sum_k \varphi(t + kT)e^{-jk\omega T}
\]

\[
\times \left( \sum_m w(t + [k - m]T)e^{-j(k-m)\omega T} \right)^*.
\]

in which expression we recognize the definitions for the functions \( \tilde{\varphi}(t, \omega) \) and \( \tilde{w}(t, \omega) \) [cf. definition (1.3.5)]; hence

\[
\tilde{s}(t, \omega) = T \tilde{\varphi}(t, \omega)\tilde{w}^*(t, \omega).
\]

In fact, we have now solved the problem of reconstructing the signal from its sampled sliding-window spectrum:

- from the sample values \( s_{mk} \) we determine the function \( \tilde{s}(t, \omega) \) via definition (1.3.2):

\[
\tilde{s}(t, \omega) = T \tilde{\varphi}(t, \omega)\tilde{w}^*(t, \omega).
\]
where $\sum_{k=-N}^{N}$ represents summation over one period $N$. Note that the function $\delta(n, \vartheta)$ is periodic in the time index $n$ and the frequency variable $\vartheta$, with periods $N$ and $\Theta$, respectively. The inverse relationship has the form [cf. relation (1.3.3)]

$$s_{mk} = \frac{1}{N} \sum_{n=-N}^{N} \frac{1}{2\Theta} \int_{\Theta} \delta(n, \vartheta) e^{j(m\Theta n - k\Theta)} d\vartheta. \quad (1.15)$$

Furthermore, we need the Zak transform of the signal $\varphi[n]$, which is defined by [cf. definition (1.3.5)]

$$\hat{\varphi}(n, \vartheta) = \sum_{m} \varphi[n + mN] e^{-jmn}. \quad (1.16)$$

The Zak transform is now periodic in the frequency variable $\vartheta$ with period $\Theta$, and quasi-periodic in the time index $n$ with quasi-period $N$ [cf. relation (1.3.7)]:

$$\hat{\varphi}(n + mN, \vartheta + k\Theta) = \hat{\varphi}(n, \vartheta) e^{jmn}. \quad (1.17)$$

The inverse relationship reads [cf. relation (1.3.8)]

$$\varphi[n + mN] = \frac{1}{\Theta} \int_{\Theta} \hat{\varphi}(n, \vartheta) e^{jmn} d\vartheta, \quad (1.18)$$

where now the time index $n$ can be restricted to an interval of length $N$, with $m$ taking on all integer values.

The case $N = 1$ and, consequently, $\Theta = 2\pi$ deserves special attention: in that case there is maximum overlap between the window sequence $w[n]$ and its direct neighbors $w[n \pm N]$. The formulas can then be simplified.

Without losing any information, we can take $k = 0$ in relation (1.3.13), and $n = 0$ in relations (1.3.14)-(1.3.18), for instance. Relation (1.3.13) then reduces to a simple correlation

$$s_{m0} = \sum_{n} \varphi[n] w^*[n - m]; \quad (1.19)$$

note that, moreover, the values $s_{m0}$ become real when the signal $\varphi[n]$ and the window sequence $w[n]$ are real. Furthermore, relation (1.3.14) and (1.3.15) then constitute a normal Fourier transformation pair, and so do relations (1.3.16) and (1.3.18).

### 1.4 Examples of Window Functions

We shall consider some examples of window functions $w(t)$, and we shall determine their associated two-dimensional functions $\hat{w}(t, \omega)$, confining ourselves throughout to the fundamental interval $(-\frac{1}{2}T < t \leq \frac{1}{2}T, -\frac{1}{2}\Omega < \omega \leq \frac{1}{2}\Omega)$; for other combinations of $t$ and $\omega$, we can use the (quasi-)periodic properties (1.3.7).

#### 1. Gabor's Signal Expansion

**RECT WINDOW FUNCTION**

As a first example we consider a rectangular window function whose width equals $T$ (see Fig. 1.2):

$$w(t) = \text{rect} \left( \frac{t}{T} \right) = \begin{cases} 1 & \text{for } -\frac{1}{2}T < t \leq \frac{1}{2}T \\ 0 & \text{elsewhere.} \end{cases} \quad (1.4.1)$$

![FIGURE 1.2: A rectangular window function, cf. Eq. (1.4.1).](image)

The associated two-dimensional function $\hat{w}(t, \omega)$ follows readily via definition (1.3.5): in the fundamental interval it reads

$$\hat{w}(t, \omega) = 1. \quad (1.4.2)$$

This example can easily be generalized to an arbitrary window function $w(t)$ that is limited to the interval $-\frac{1}{2}T < t \leq \frac{1}{2}T$; in the fundamental interval the associated function $\hat{w}(t, \omega)$ reads

$$\hat{w}(t, \omega) = w(t). \quad (1.4.3)$$

#### SINC WINDOW FUNCTION

Our second example is the band-limited function (see Fig. 1.3)

$$w(t) = \text{sinc} \left( \frac{t}{T} \right) = \frac{\sin(\pi \frac{t}{T})}{\pi \frac{t}{T}}. \quad (1.4.4)$$

This function and the rectangular window function of the first example are dual to each other, i.e., the Fourier transform of one function has the same form as the other function. The Fourier transform of the sinc window function reads

$$\hat{w}(\omega) = T \text{rect} \left( \frac{\omega}{\Omega} \right), \quad (1.4.5)$$

and its associated two-dimensional function $\hat{w}(t, \omega)$, which can readily be derived using definition (1.3.6), takes the form

$$\hat{w}(t, \omega) = e^{j\omega t} \quad (1.4.6)$$
in the fundamental interval.

This example can easily be generalized to an arbitrary function \( w(t) \) that is band-limited to the interval \(-\frac{1}{2}\Omega < \omega \leq \frac{1}{2}\Omega\); in the fundamental interval the associated function \( \tilde{w}(t,\omega) \) reads

\[
\tilde{w}(t,\omega) = \frac{e^{j\omega t}}{T}\tilde{w}(\omega).
\] (1.4.7)

### 1.4.1 Gaussian Window Function

As our final continuous-time example we consider the Gaussian window function (see Fig. 1.4)

\[
w(t) = \sqrt{2}e^{-\pi(\frac{t}{T})^2}.
\] (1.4.8)

The factor \( \sqrt{2} \) in this definition has been included to normalize \( \int |w(t)|^2 dt \) to unity.

A Gaussian function has several advantages: its Fourier transform is again Gaussian, and the product of the effective width in the time domain and the one in the frequency domain takes the theoretical minimum value [704, 707]. The associated two-dimensional function \( \tilde{w}(t,\omega) \) follows via definition (1.3.5); in the fundamental interval it takes the form

\[
\tilde{w}(t,\omega) = \sqrt{2}e^{-\pi(\frac{t}{T})^2}\theta_3(\pi\zeta^*).
\] (1.4.9)

where \( \theta_3(\zeta) \) is a theta function \( [950,3] \) with nome \( q = e^{-\pi} \), and where, for convenience, we have set \( \zeta = \omega/T + j\pi/T \).

### 1.4.2 Discrete-Time Signals

We consider two simple examples of discrete-time window sequences \( w[n] \), and determine their associated two-dimensional functions \( \tilde{w}(n,\vartheta) \) for different values of the shifting distance \( N \). Our first discrete-time example is the symmetrical, three-point window sequence (see Fig. 1.6)

\[
w[n] = \begin{cases} 1 & \text{for } n = 0 \\ \frac{1}{2}a & \text{for } n = \pm1 \ (0 < a^2 < 1) \\ 0 & \text{elsewhere}; \end{cases}
\] (1.4.12)

Note that for \( a = 0.16 \), we are dealing with a three-point Hamming window. For \( N = 1 \), the maximum-overlap case, we find

\[
\tilde{w}(n,\vartheta) = (1 + a\cos\vartheta)e^{j\pi\vartheta}.
\] (1.4.13)

For \( N = 2 \) we find

\[
\begin{align*}
\tilde{w}(2m,\vartheta) &= e^{j2m\vartheta} \\
\tilde{w}(2m + 1,\vartheta) &= \frac{1}{2}a(1 + e^{j2\vartheta})e^{j2m\vartheta}.
\end{align*}
\] (1.4.14)

Note that in this case of partial overlap, the function \( \tilde{w}(n,\vartheta) \) has zeros for \( \vartheta = \frac{1}{2}\pi + r\pi \ (r = \ldots, -1.0, 1.\ldots) \), and hence a homogeneous solution \( z[n] \)
arises. Its associated function $\tilde{z}(n, \theta)$ is given by

$$
\begin{align*}
2\tilde{z}(2m, \theta) &= 0, \\
2\tilde{z}(2m + 1, \theta) &= \pi(-1)^m z_1 \sum \delta \left( \theta - \frac{1}{2} \pi - r\pi \right).
\end{align*}
$$

(1.4.15)

The homogeneous solution thus takes the form (see Fig. 1.7)

$$
\begin{align*}
z[2m] &= 0, \\
z[2m + 1] &= (-1)^m z_1.
\end{align*}
$$

(1.4.16)

FIGURE 1.7: A homogeneous solution corresponding to a symmetrical, three-point window sequence, cf. Eq. (1.4.16).

Our second discrete-time example is the one-sided exponential window sequence (see Fig. 1.8)

$$
w[n] = \begin{cases} 
\exp(\alpha n) & \text{for } n \leq 0 (\alpha > 0) \\
0 & \text{for } n > 0.
\end{cases}
$$

(1.4.17)

In the basic interval $-(N - 1) \leq n \leq 0$, the associated function $\tilde{w}(n, \theta)$ takes the form

$$
\tilde{w}(n, \theta) = \exp(\alpha n) \frac{1}{1 - e^{-(\alpha - j\theta)N}};
$$

(1.4.18)

the values of $\tilde{w}(n, \theta)$ outside this interval can be found by applying the quasi-periodicity relation (1.3.17).

1.5 Gabor's Signal Expansion

In 1946, Gabor [313] suggested the expansion of a signal into a discrete set of Gaussian elementary signals [386, 48, 50, 55, 426]. Although Gabor restricted himself to an elementary signal that had a Gaussian shape, his signal expansion holds for rather arbitrarily shaped elementary signals [48, 50, 55]. With the help of Gabor’s signal expansion, we can express the signal $\varphi(t)$ as a superposition of properly shifted and modulated versions of an elementary signal $g(t)$, say, yielding

$$
\varphi(t) = \sum_m \sum_k a_{mk} g(t - mT)e^{jk\Omega t},
$$

(1.5.1)

where the time shift $T$ and the frequency shift $\Omega$ satisfy the relation $\Omega T = 2\pi$. Unlike the inversion formula (1.2.4), which represents the signal as a continuum of window functions, Gabor’s signal expansion (1.5.1) represents the signal as a discrete set of elementary signals that are shifted over discrete distances $mT$ and that are modulated with discrete frequencies $k\Omega$.

In general, the discrete set of shifted and modulated elementary signals $g(t - mT)e^{jk\Omega t}$ need not be orthonormal, which implies that Gabor’s expansion coefficients $a_{mk}$ cannot be determined in the usual way. In this section, however, we show how we can find a function $w(t)$, say, that is bi-orthonormal to the set of elementary signals in the sense

$$
\int g(t)w^*(t - mT)e^{-jk\Omega t} dt = \delta_m \delta_k.
$$

(1.5.2)

where $\delta_m$ is the Kronecker delta ($\delta_0 = 1$, $\delta_m = 0$ for $m \neq 0$); the choice of the symbol $w$ for this function — as if it was a window function — is intentional, as will become clear soon! With the help of this bi-orthonormal function $w(t)$, the expansion coefficients follow readily via

$$
a_{mk} = \int \varphi(t)w^*(t - mT)e^{-jk\Omega t} dt.
$$

(1.5.3)

The relationship between Gabor’s signal expansion and the sliding-window spectrum becomes apparent by noting that the right-hand side of relation...
(1.5.3) can be interpreted as a sampled sliding-window spectrum with window function \( w(t) \) [see relation (1.3.1)].

To show the relationship between the Gabor expansion with the elementary signal \( g(t) \) and expansion coefficients \( a_{mk} \) on the one hand [cf. relation (1.5.1)], and the sliding-window spectrum with the window function \( w(t) \) and the sample values \( a_{mk} \) on the other hand [cf. relation (1.5.3)], we proceed as follows. We first derive a way to find the Gabor expansion coefficients \( a_{mk} \) along the lines similar to the ones used in section 3. As we did for the array of sample values \( s_{mk} \), we define from the array of Gabor coefficients \( a_{mk} \) the function \( \tilde{a}(t, \omega) \) according to definition (1.3.2). Furthermore, we introduce the function \( \tilde{g}(t, \omega) \) associated to the elementary signal \( g(t) \) according to definition (1.3.5) and also use the function \( \tilde{\varphi}(t, \omega) \) associated to the signal \( \varphi(t) \). We can then transform relation (1.5.1) into

\[
\tilde{\varphi}(t, \omega) = \tilde{a}(t, \omega)\tilde{g}(t, \omega).
\]  

(1.5.4)

The transition from (1.5.1) to (1.5.4) goes as follows. We first write down the definition (1.3.5) for the function \( \tilde{\varphi}(t, \omega) \),

\[
\tilde{\varphi}(t, \omega) = \sum_{n} \varphi(t + nT)e^{-j\omega nT},
\]

and substitute \( \varphi(t + nT) \) from Gabor's signal expansion (1.5.1),

\[
\tilde{\varphi}(t, \omega) = \sum_{n} \left( \sum_{m} \sum_{k} a_{mk}g(t + nT - mT)e^{jk\omega t} \right) e^{-j\omega nT}.
\]

We rearrange factors

\[
\tilde{\varphi}(t, \omega) = \sum_{m} \sum_{k} a_{mk}e^{-j(m\omega T-k\omega t)} \left( \sum_{n} g(t + [n - m]T)e^{-j(n-m)T} \right)
\]

and recognize the definition (1.3.2) for the function \( \tilde{a}(t, \omega) \) and the definition (1.3.5) for the function \( \tilde{g}(t, \omega) \): hence

\[
\tilde{\varphi}(t, \omega) = \tilde{a}(t, \omega)\tilde{g}(t, \omega).
\]

In fact we have now solved the problem of finding Gabor's expansion coefficients, even in the case that the set of shifted and modulated elementary signals \( g(t - mT)e^{jk\omega t} \) is not orthogonal:

- from the signal \( \varphi(t) \) and the elementary signal \( g(t) \) we derive the associated functions \( \tilde{\varphi}(t, \omega) \) and \( \tilde{g}(t, \omega) \) via definition (1.3.2);

- under the assumption that division by \( \tilde{g}(t, \omega) \) is allowed, the function \( \tilde{a}(t, \omega) \) can be found by means of relation (1.5.4);

- finally, the expansion coefficients \( a_{mk} \) follow from the function \( \tilde{a}(t, \omega) \) with the help of the inversion formula (1.3.8).

We have just shown how Gabor's expansion coefficients could be determined when the signal \( \varphi(t) \) and the elementary signal \( g(t) \) are known: there is, however, a simpler way to find these expansion coefficients by means of relation (1.3.3). To prove this, we have to derive a function \( w(t) \) that is bi-orthonormal to the elementary signal \( g(t) \) in the sense of relation (1.5.2). Under the assumption, again, that division by \( \tilde{g}(t, \omega) \) is allowed, we define the function \( \tilde{w}(t, \omega) \) through the relation

\[
T\tilde{g}(t, \omega)\tilde{w}^*(t, \omega) = 1.
\]  

(1.5.5)

Substitution of relation (1.5.5) into relation (1.5.4) yields

\[
\tilde{a}(t, \omega) = T\tilde{\varphi}(t, \omega)\tilde{w}^*(t, \omega).
\]  

(1.5.6)

When we notice the resemblance between relation (1.5.6) and relation (1.3.10), it is not difficult to see that relation (1.5.6) can be transformed into relation (1.5.3), in the same way as relation (1.3.10) can be transformed into relation (1.3.1); the function \( w(t) \) then follows from the function \( \tilde{w}(t, \omega) \) by means of the inversion formula (1.3.8). Likewise, relation (1.5.5) can be transformed into the bi-orthonormality relation (1.5.2). We conclude that the expansion coefficients can be determined immediately by means of relation (1.5.3) when the signal \( \varphi(t) \) and the function \( w(t) \) are known. Note that the expansion coefficients \( a_{mk} \) can be considered as the sample values of the sliding-window spectrum of the signal \( \varphi(t) \) with window function \( w(t) \).

Gabor's expansion coefficients may be non-unique in the case that \( \tilde{g}(t, \omega) \) has zeros. In that case homogeneous solutions \( \tilde{z}(t, \omega) \) may occur again [58], for which now the relation

\[
\tilde{z}(t, \omega)\tilde{g}(t, \omega) = 0
\]  

(1.5.7)

holds. Relation (1.5.7), which is similar to relation (1.5.4) with \( \tilde{\varphi}(t, \omega) = 0 \), can be transformed into the relation

\[
\sum_{m} \sum_{k} \tilde{z}_{mk}g(t - mT)e^{jk\omega t} = 0,
\]  

(1.5.8)

which is similar to relation (1.5.1) with \( \varphi(t) = 0 \). Relation (1.5.8) shows that certain arrays of non-zero coefficients in Gabor's signal expansion may yield a zero result. We thus conclude that Gabor's signal expansion may be non-unique: if the array of coefficients \( a_{mk} \) yields the signal \( \varphi(t) \), then the array \( a_{mk} + \tilde{z}_{mk} \) yields the same signal.

The resemblance between relations (1.5.3) and (1.3.1) leads to another important conclusion. In section 3 it was shown how the signal could be reconstructed from the sampled sliding-window spectrum; we now conclude
that there exists a simpler reconstruction method by means of Gabor's signal expansion (1.5.1), where we must identify the Gabor expansion coefficients $a_{m,k}$ with the sample values $s_{m,k}$ of the sliding-window spectrum: hence

$$
\varphi(t) = \sum_m \sum_k s_{m,k} g(t - mT)e^{jk\Omega t}.
$$

(1.5.9)

The bi-orthonormality of $w$ and $g$ as expressed by the bi-orthonormality relation (1.5.2) is, in fact, the reason why we can use the $w$-functions to find the coefficients of Gabor's expansion into $g$-functions [cf. relations (1.5.1) and (1.5.3)], and use the $g$-functions to reconstruct the signal from its sampled sliding-window spectrum with window function $w(t)$ [cf. relations (1.3.1) and (1.5.9)]. Zeros in either $\tilde{g}(t,\omega)$ or $\tilde{w}(t,\omega)$ may complicate matters, however. When we apply Parseval's energy theorem (1.3.9) to $w(t)$ or $g(t)$, and substitute from relation (1.5.5), we get the relationships

$$
\frac{1}{T} \int |w(t)|^2 dt = \frac{1}{2\pi} \int_T \int_\Omega |\tilde{w}(t,\omega)|^2 dt d\omega.
$$

(1.5.10)

$$
\frac{1}{T} \int |g(t)|^2 dt = \frac{1}{2\pi} \int_T \int_\Omega |\tilde{g}(t,\omega)|^2 dt d\omega.
$$

(1.5.11)

From these relationships we conclude that in the case that $\tilde{g}(t,\omega)$ or $\tilde{w}(t,\omega)$ has zeros, the required window function $w(t)$ or the required elementary signal $g(t)$ may not be quadratically summable. This consequence of the occurrence of zeros in $\tilde{g}(t,\omega)$ or $\tilde{w}(t,\omega)$ is even worse than the fact that Gabor's signal expansion is not unique or that the reconstruction from the sampled sliding-window spectrum is not unique due to homogeneous solutions; it may cause very bad convergence properties in the expansion or reconstruction method.

When we substitute from relation (1.5.9) into the definition (1.2.1) of the sliding-window spectrum, we obtain the relation

$$
S_w(t,\omega) = \sum_m \sum_k s_{m,k} g(t' - mT)e^{jk\Omega t'} w^*(t' - t)e^{-j\omega t'} dt'.
$$

(1.5.12)

Relation (1.5.12) enables us to express the sliding-window spectrum in terms of its sample values. We can write

$$
S_w(t,\omega) = \sum_m \sum_k s_{m,k} Q_w(t - mT, \omega - k\Omega)e^{-jm\omega t}.
$$

(1.5.13)

1. Gabor's Signal Expansion

where we have used the shifting property of the sliding-window spectrum, and where we have introduced the interpolation function

$$
Q_w(t,\omega) = \int g(t') w^*(t' - t)e^{-j\omega t'} dt'.
$$

(1.5.14)

Note that the interpolation function is, in fact, the sliding-window spectrum of the function $g(t)$ with window function $w(t)$, and that its property

$$
Q_w(mT, k\Omega) = \delta_m \delta_k
$$

(1.5.15)

is equivalent to the bi-orthonormality property (1.5.2). By interchanging $g$ and $w$ in relation (1.5.14), we get

$$
Q_g(t, \omega) = Q_w(-t, -\omega)e^{-j\omega t},
$$

(1.5.16)

which is, in fact, the sliding-window spectrum of the function $w(t)$ with window function $g(t)$.

1.5.1 Discrete-Time Signals

For discrete-time signals, Gabor's expansion takes the form [cf. relation (1.5.1)]

$$
\varphi[n] = \sum_m \sum_k a_{m,k} g[n - mN]e^{j\Omega n};
$$

(1.5.17)

it will not be difficult to express all the other relationships in this section for discrete-time signals, as well. The interpolation property (1.5.13), for instance, then takes the form

$$
S_w(n, \vartheta) = \sum_k \sum_{m < N} s_{m,k} Q_w(n - mN, \vartheta - k\Omega)e^{-jm\vartheta N},
$$

(1.5.18)

where, again, $Q_w(n, \vartheta)$ is the sliding-window spectrum of the elementary signal $g[n]$ with window sequence $w[n]$.

The case $N = 1$, with maximum overlap between the window sequence $w[n]$ and its direct neighbors $w[n \pm N]$, deserves special attention, again, and the formulas can be simplified. Without losing any information, we can now take $k \equiv 0$ in relation (1.5.17), for instance, which then reduces to a simple convolution

$$
x[n] = \sum_m a_{m,0} g[n - m].
$$

(1.5.19)

1.6 Examples of Elementary Signals

For some elementary signals $g(t)$, which we have considered already as window functions in section 4, we shall determine the corresponding window functions $w(t)$ and the interpolation functions $Q_w(t, \omega)$.
1.6.1 Rect Elementary Signal

For the rect elementary signal \( g(t) = \text{rect}(t/T) \), cf. Fig. 1.2, we readily find
\[
T \hat{w}(t, \omega) = 1
\]
in the fundamental interval and hence
\[
T w(t) = \text{rect} \left( \frac{t}{T} \right). \tag{1.6.2}
\]

The interpolation function \( Q_w(t, \omega) \) that corresponds to a rectangular window function reads
\[
Q_w(t, \omega) = e^{-j \omega t/2} \text{sinc} \left( \frac{\omega}{2} \left( 1 - \left| \frac{t}{T} \right| \right) \right) \left( 1 - \left| \frac{t}{T} \right| \right) \text{rect} \left( \frac{t}{2T} \right). \tag{1.6.3}
\]

Gabor's signal expansion using a rectangular elementary signal represents, in fact, a well-known way of expanding a signal: we simply consider the signal in successive intervals of length \( T \) and describe the signal in each interval by means of a Fourier series. Note that \( w(t) \) is proportional to the elementary signal \( g(t) \) since, in this case, the set of shifted and modulated elementary signals is orthogonal.

1.6.2 Sinc Elementary Signal

For the sinc elementary signal \( g(t) = \text{sinc}(t/T) \), cf. Fig. 1.3, we have
\[
T \hat{w}(t, \omega) = e^{j \omega t} \tag{1.6.4}
\]
in the fundamental interval and hence
\[
T w(t) = \text{sinc} \left( \frac{t}{T} \right); \tag{1.6.5}
\]
the interpolation function corresponding to the sinc window function reads
\[
Q_w(t, \omega) = e^{-j \omega t/2} \text{sinc} \left( \frac{t}{T} \right) \left( 1 - \left| \frac{t}{T} \right| \right) \text{rect} \left( \frac{t}{2T} \right). \tag{1.6.6}
\]

This example is simply the dual of the previous one. It will be clear that for a signal which is band-limited to the frequency interval \( |\omega| < \frac{1}{2} \Omega \), Gabor's signal expansion represents the well-known ordinary sampling theorem.

1.6.3 Gaussian Elementary Signal

In the case of the Gaussian elementary signal \( g(t) = \sqrt{2} e^{-\pi (\frac{t}{T})^2} \), cf. Fig. 1.4, we have in the fundamental interval
\[
\tilde{g}(t, \omega) = \sqrt{2} e^{-\pi (\frac{t}{T})^2} \theta_3(\pi \zeta^*), \tag{1.6.7}
\]
and thus
\[
T \hat{w}(t, \omega) = \frac{1}{\sqrt{2}} e^{\pi (\frac{1}{T})^2} \frac{1}{\theta_3(\pi \zeta)}, \tag{1.6.8}
\]
in which expressions we have set again \( \zeta = \omega/\Omega + j t/T \). The function \( 1/\theta_3(\pi \zeta) \) can be expressed as
\[
\frac{1}{\theta_3(\pi \zeta)} = \left( \frac{K_0}{\pi} \right)^{-3/2} \left( c_0 + 2 \sum_{m=1}^{\infty} (-1)^m c_m \cos(2\pi m \zeta) \right), \tag{1.6.9}
\]
where
\[
c_m = \frac{1}{\sqrt{2}} \sum_{n=0}^{\infty} (-1)^n e^{-\pi (n+\frac{1}{2})^2} \tag{1.6.10}
\]
(see, for instance, [950], p. 489, Example 14); the constant \( K_0 = 1.85407468 \) is the complete elliptic integral for the modulus \( 1/2 \sqrt{2} \) (see, for instance, [950], p. 524). It is now easy to determine \( w(t) \) via the inversion formula (1.3.8), yielding
\[
T w(t + mT) = \frac{1}{\sqrt{2}} \left( \frac{K_0}{\pi} \right)^{-3/2} e^{\pi (\frac{1}{T})^2} (-1)^m c_m e^{2\pi m \frac{t}{T}}, \tag{1.6.11}
\]
with \(-\frac{1}{2} T < t \leq \frac{1}{2} T\), and hence
\[
T w(t) = \frac{1}{\sqrt{2}} \left( \frac{K_0}{\pi} \right)^{-3/2} e^{\pi (\frac{1}{T})^2} \sum_{n+\frac{1}{2} \geq \frac{|t|}{T}} (-1)^n e^{-\pi (n+\frac{1}{2})^2}. \tag{1.6.12}
\]

This window function \( w(t) \), which corresponds to the Gaussian elementary signal, is depicted in Fig. 1.9. A practical way to represent \( w(t) \) is in the

![FIGURE 1.9: The window function that corresponds to a Gaussian elementary signal, cf. Eq. (1.6.12).](image)
Gabor's Signal Expansion

In the case of a Gaussian elementary signal \( g(t) \), its associated function \( \tilde{g}(t, \omega) \) has a simple zero for \( t = \frac{1}{2} T, \omega = \frac{1}{2} \Omega \). In this case a homogeneous solution \( \tilde{z}(t, \omega) \) may thus occur in the determination of the Gabor coefficients, reading in the fundamental interval (up to a constant factor)

\[
\tilde{z}(t, \omega) = 2\pi \delta(t - \frac{1}{2} T) \delta(\omega - \frac{1}{2} \Omega).
\]

[cf. relation (1.4.10)] and thus, with the help of the inversion formula (1.3.3),

\[
z_{mk} = (-1)^{m+k}.
\]

1.6.4 DISCRETE-TIME SIGNALS

We consider the symmetrical, three-point elementary signal \( g[n] \)

\[
g[n] = \begin{cases} 
1 & \text{for } n = 0 \\
\frac{1}{2}a & \text{for } n = \pm 1 \ (0 < a^2 < 1) \\
0 & \text{elsewhere.}
\end{cases}
\]

which we considered already in section 4 as a window sequence. cf. Fig. 1.6.

For the maximum-overlap case \( (N = 1) \), we find

\[
\hat{w}(n, \vartheta) = \frac{e^{jn\vartheta}}{1 + a \cos \vartheta}
\]

and the corresponding window sequence \( w[n] \) thus takes the form (see Fig. 1.10)

\[
w[n] = \frac{1}{\sqrt{1 - a^2}} \left( \frac{\sqrt{1 - a^2} - 1}{a} \right)^{|n|}.
\]

In the case of partial overlap \( (N = 2) \), we find

\[
\begin{align*}
\hat{w}(2m, \vartheta) &= e^{j2m\vartheta} \\
\hat{w}(2m + 1, \vartheta) &= \frac{2}{a} \frac{e^{j2m\vartheta}}{1 + e^{-j2\vartheta}}
\end{align*}
\]

and hence (see Fig. 1.11)

\[
\begin{align*}
w[2m] &= \frac{1}{2} \text{ for } m = 0 \\
0 & \text{ for } m \neq 0.
\end{align*}
\]

\[
\begin{align*}
w[2m + 1] &= \frac{1}{2a}(-1)^m \text{ for } m \geq 0 \\
-\frac{1}{2a}(-1)^m & \text{ for } m < 0.
\end{align*}
\]

As our final example we consider the one-sided exponential elementary signal, cf. Fig. 1.8,

\[
g[n] = \begin{cases} 
e^{an} & \text{for } n \leq 0 \ (\alpha > 0) \\
0 & \text{for } n > 0.
\end{cases}
\]
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form [508]

\[
T w(t) = \frac{1}{\sqrt{2}} \left( \frac{K_0}{\pi} \right)^{-3/2} (-1)^m C_m e^{\pi(t/m + \frac{1}{2})^2},
\]

where \( m \) is the non-negative integer defined by \((m - \frac{1}{2}) T \leq |t| < (m + \frac{1}{2}) T\) and where

\[
C_m = \sum_{n=-\infty}^{\infty} (-1)^n e^{-\pi(n + \frac{1}{2})^2 - (m + \frac{1}{2})^2}.
\]

Since \( C_m \) is close to unity \((C_0 = 0.998133, C_1 = 0.999997, \ldots, C_{\infty} = 1)\), this representation leads to the approximation

\[
T w(t) \approx \frac{1}{\sqrt{2}} \left( \frac{K_0}{\pi} \right)^{-3/2} (-1)^m e^{\pi(t/m + \frac{1}{2})^2 - (m + \frac{1}{2})^2}.
\]

with \((m - \frac{1}{2}) T \leq |t| < (m + \frac{1}{2}) T\).

Without proof, we mention some properties of this function \( w(t) \). As is also the case for the Gaussian function, the Fourier transform of \( w(t) \) has the same form as \( w(t) \) itself. Moreover, the function \( w(t) \) satisfies the differential equation

\[
\frac{d w}{dt} = \frac{2\pi t}{T^2} w(t) - \frac{1}{\sqrt{2}} \left( \frac{K_0}{\pi} \right)^{-3/2} \sum_m (-1)^m \delta(t - (m + \frac{1}{2}) T).
\]

More properties of this special \( w(t) \) can be found elsewhere [428].

The interpolation function \( Q_w(t, \omega) \) that corresponds to this window function \( w(t) \) takes the form

\[
Q_w(t, \omega) = \frac{1}{2} \left( \frac{K_0}{\pi} \right)^{-3/2} e^{-\pi(t/\omega + \frac{1}{2})^2} \theta_1(\pi \zeta) / \pi \zeta.
\]

where, again, we have set \( \zeta = \omega / \Omega + jt / T \) and where \( \theta_1(\zeta) \) is again a theta function [950. 3] with nome \( q = e^{-\pi} \). Relation (1.6.17) can be expressed in a more symmetrical form using Weierstrass' \( \sigma \) function [950. 3] (with \( \omega' = jw = jK_0 \); see [3], Sect. 18.14, Lemniscatic case), and then reads

\[
Q_w(t, \omega) = e^{-j\omega t/2} e^{-\pi(\omega / \Omega)^2 / 2} \frac{\sigma(2K_0 \zeta)}{2K_0 \zeta}.
\]

From relation (1.6.18) we conclude that there seems to be a connection with certain classical interpolation theorems [949. 428]. With the help of relation (1.5.16) we find the interpolation function that corresponds to the Gaussian window function \( w(t) = \sqrt{2} e^{-\pi(t/\Omega)^2} \):

\[
Q_w(t, \omega) = e^{j\omega t/2} e^{-\pi t^2 / 2} \frac{\sigma(2K_0 \zeta)}{2K_0 \zeta^*}.
\]
21f_1 (N-1) \leq n \leq 0. \) the associated function \( \tilde{g}(n, \vartheta) \) takes the form

\[
\tilde{g}(n, \vartheta) = \frac{e^{an}}{1 - e^{-(\alpha - j\vartheta)N}}; \quad (1.6.28)
\]

the values of \( \tilde{g}(n, \vartheta) \) outside this interval can be found by applying the quasi-periodicity relation (1.3.17). The function \( \tilde{w}(n, \vartheta) \) now takes the form

\[
\tilde{w}(n, \vartheta) = e^{-an} \left( 1 - e^{-(\alpha + j\vartheta)N} \right) \quad (1.6.29)
\]

inside the basic interval. The corresponding window sequence \( w[n] \) then reads (see Fig. 1.12)

\[
w[n] = \begin{cases} 
\frac{1}{N} e^{-an} & \text{for } -(N-1) \leq n \leq 0 \\
\frac{1}{N} e^{-an} & \text{for } 1 \leq n \leq N \\
0 & \text{elsewhere}.
\end{cases} \quad (1.6.30)
\]

We use this example to show once more the possible non-uniqueness of Gabor's signal expansion. In the limiting case \( \alpha = 0 \), the function \( \tilde{g}(n, \vartheta) \) has zeros for \( \vartheta = r(2\pi/N) \) \((r = \ldots, -1, 0, 1, \ldots)\), and an array of coefficients \( z_{mk} \) arises whose associated function \( \tilde{z}(n, \vartheta) \) in the basic interval, say, is given by

\[
\tilde{z}(n, \vartheta) = \frac{2\pi}{N} z_n \sum_r \delta \left( \vartheta - r \frac{2\pi}{N} \right). \quad (1.6.31)
\]

The array \( z_{mk} \) thus takes the form

\[
z_{mk} = \frac{1}{N} \sum_{n=-(N-1)}^{0} z_n e^{-jk2\pi n/N} = z_{0k}. \quad (1.6.32)
\]

and yields a zero result when substituted in Gabor's signal representation.

### 1.7 Degrees of Freedom of a Signal

Gabor's signal expansion as introduced in section 5 is related to the degrees of freedom of a signal: each expansion coefficient \( a_{mk} \) represents one complex degree of freedom. If a signal is, roughly, limited to the space interval \(|t| < \frac{1}{2}a\) and to the frequency interval \(|\omega| < \frac{1}{2}b\), the number of complex degrees of freedom equals the number of Gabor coefficients in the space-frequency rectangle with area \(ab\). This number being about equal to the time-bandwidth product \(ab/2\pi\). We shall consider this point in more detail in this section.

We first consider the propagation of Gabor's expansion coefficients through a linear (not necessarily time-invariant) system. A linear system that transforms an input signal \( \varphi_i \) into an output signal \( \varphi_o \) can be described in four different ways, depending on whether we describe the input and the output signal in the time or in the frequency domain. We thus have four equivalent
input-output relationships,

\[ \varphi_0(t_0) = \int h_{tt}(t_0, t_1) \varphi_1(t_1) dt_1, \quad (1.7.1) \]

\[ \hat{\varphi}_0(\omega_0) = \int h_{\omega t}(\omega_0, t_1) \varphi_1(t_1) dt_1, \quad (1.7.2) \]

\[ \varphi_0(t_0) = \frac{1}{2\pi} \int h_{t\omega}(t_0, \omega_1) \varphi_1(\omega_1) d\omega_1, \quad (1.7.3) \]

\[ \hat{\varphi}_0(\omega_0) = \frac{1}{2\pi} \int h_{\omega\omega}(\omega_0, \omega_1) \varphi_1(\omega_1) d\omega_1, \quad (1.7.4) \]

in which the four system functions \( h_{tt}, h_{\omega t}, h_{t\omega}, \) and \( h_{\omega\omega} \) are completely determined by the system. Relation (1.7.1) is the usual system representation in the time domain by means of the impulse response \( h_{tt}(t_0, t_1) \); the function \( h_{tt}(t, t_1) \) is the time domain response of the system at time \( t \) due to the input impulse signal \( \varphi_1(t) = \delta(t - t_1) \). Relation (1.7.4) is a similar system representation in the frequency domain; the function \( h_{\omega\omega}(\omega, \omega_1) \) is the frequency domain response of the system at frequency \( \omega \) due to the input \( \varphi_1(\omega) = 2\pi \delta(\omega - \omega_1) \), which is the Fourier transform of the harmonic input signal \( \varphi_1(t) = e^{j\omega_1 t} \). Relations (1.7.2) and (1.7.3) are hybrid system representations, since the input and the output signal are described in different domains.

Unlike the four system representations (1.7.1)-(1.7.4), there is only one system representation when we describe the input and the output signal by their Gabor coefficients (or by any other time-frequency representation). Let us describe the input signal \( \varphi_1(t) \) and the output signal \( \varphi_0(t) \) of a linear system by their Gabor expansions with expansion coefficients \( a_{mk}^t \) and \( a_{mk}^\omega \) and elementary signals \( g_1(t) \) and \( g_0(t) \) [with associated window functions \( w_1(t) \) and \( w_0(t) \)], respectively; note that we have chosen different elementary signals for the input and the output signal. The input and output expansion coefficients are then related to each other by the relationship

\[ a_{mk}^\omega = \sum_{m'} \sum_{k'} c_{mk'm'k'} a_{mk}^t. \quad (1.7.5) \]

The coefficients \( c_{mk'm'k'} \) in this relationship are completely determined by the system and the elementary signals; indeed, when we combine the Gabor expansions of the input and the output signal with the system representation (1.7.2), for instance, we find

\[ c_{mk'm'k'} = \frac{1}{2\pi} \int \int h_{\omega t}(\omega, t) \hat{\omega}_0^*(\omega - k\Omega) \]

\[ \times g_1(t - m'T) e^{j(m\omega T + k'\Omega t)} dt d\omega. \quad (1.7.6) \]

and similar relations for the other system functions.

1. Gabor’s Signal Expansion

As an example we consider the basic system, where the input signal \( \varphi_1(t) \) is first truncated to the time interval \(|t| < \frac{1}{2}a \) and then Fourier transformed; the resulting Fourier transform is truncated to the frequency interval \(|\omega| < \frac{1}{2}b \) and then inverse Fourier transformed to yield the output signal \( \varphi_0(t) \). Such a system can readily be described by a system function \( h_{\omega t}(\omega, t) \), which in this case takes the form

\[ h_{\omega t}(\omega, t) = \text{rect}\left(\frac{t}{a}\right) \text{rect}\left(\frac{\omega}{b}\right) e^{-j\omega t}. \quad (1.7.7) \]

For convenience, we shall choose the widths of the apertures for the input signal and for its Fourier transform equal to an odd multiple of the time and the frequency shift \( T \) and \( \Omega \), respectively; thus

\[ a = (2M + 1)T \quad \text{and} \quad b = (2K + 1)\Omega, \quad (1.7.8) \]

with \( M \) and \( K \) integers. When we substitute from relations (1.7.7) and (1.7.8) into relation (1.7.6), we conclude that the array of coefficients \( c_{mk'm'k'} \) can be expressed as a four-dimensional discrete convolution of two arrays \( d_{mk'm'} \) and \( e_{mk'm'} \), where the coefficients \( d_{mk'm'} \) are defined by

\[ d_{mk'm'} = \begin{cases} h_{m-m'k-k'} \quad \text{for} \quad |m| \leq M \quad \text{and} \quad |k| \leq K \\ 0 \quad \text{elsewhere.} \end{cases} \quad (1.7.9) \]

and the coefficients \( e_{mk'm'} \) are given by

\[ e_{mk'm'} = \frac{1}{2\pi} \int \int \text{rect}\left(\frac{t}{T}\right) \text{rect}\left(\frac{\omega}{\Omega}\right) e^{-j\omega t} \hat{\omega}_0(\omega - k\Omega) \]

\[ \times g_1(t - m'T) e^{j(m\omega T + k'\Omega t)} dt d\omega. \quad (1.7.10) \]

A system whose Gabor coefficients \( c_{mk'm'} \) would have the form (1.7.9) is ideal in the sense that the Gabor coefficients of the output signal vanish outside the time-frequency rectangle with area \( ab \). Hence, whereas the input signal of such an ideal system may have an infinite number of degrees of freedom, the number of degrees of freedom of the output signal, i.e., the number of non-vanishing Gabor coefficients, is equal to the time-bandwidth product \( ab/2\pi \). However, our system under consideration is not ideal: to find its Gabor coefficients \( c_{mk'm'} \), the ideal array \( d_{mk'm'} \) must be “smeared out” by convolving it with the array \( e_{mk'm'} \). The latter array is, in fact, the array of Gabor coefficients of the elementary system described by the system function (1.7.7), with the special choice \( a = T \) and \( b = \Omega \), i.e., \( M = K = 0 \).

Depending on the choice of the elementary signals for the input and the output signal, the array of coefficients \( e_{mk'm'} \) can be strongly concentrated. To show this we choose a \textit{rect} elementary signal to describe the input signal and a \textit{sinc} elementary signal to describe the output signal; thus

\[ g_1(t) = \text{rect}\left(\frac{t}{T}\right) \quad (1.7.11) \]
and
\[ \tilde{w}_o(\omega) = \text{rect}\left(\frac{\omega}{\Omega}\right). \] (1.7.12)

We then find \( e_{0000} = 0.873 \), and the strong concentration becomes apparent by noting that
\[ \sum_m \sum_k \sum_{m'} \sum_{k'} |c_{mkm'k'}|^2 = 1. \]

In general the value of \( e_{0000} \) for this elementary system is given by
\[ e_{0000} = \frac{1}{2\pi} \int \int \text{rect}\left(\frac{t}{T}\right) \text{rect}\left(\frac{\omega}{\Omega}\right) e^{-j\omega t} \tilde{w}_o^*(\omega) g_i(t) dt d\omega. \] (1.7.13)

Furthermore, the identities
\[ \sum_m \sum_k \sum_{m'} \sum_{k'} c_{mkm'k'} = \left( \sum_k \tilde{w}_o(k\Omega) \right)^* \left( \sum_m g_i(mT) \right) \] (1.7.14)

and
\[ \sum_m \sum_k \sum_{m'} \sum_{k'} |c_{mkm'k'}|^2 = \left( \frac{1}{2\pi} \int |\tilde{w}_o(\omega)|^2 d\omega \right) \left( \int |g_i(t)|^2 dt \right) \] (1.7.15)

can be derived in a straightforward way, using the basic relation
\[ \sum_n e^{jn\Omega t} = T \sum_n \delta(t - nT). \] (1.7.16)

The ratio
\[ \frac{|c_{0000}|^2}{\sum_m \sum_k \sum_{m'} \sum_{k'} |c_{mkm'k'}|^2} \] (1.7.17)

can be considered as a degree of concentration of the array \( c_{mkm'k'} \) around the coefficient \( c_{0000} \). By applying a variational principle to the expression (1.7.17), it is not difficult to show that the degree of concentration has a stationary value when \( g_i(t) \) and \( \tilde{w}_o(\omega) \) are chosen according to
\[ g_i(t) = \Psi_{2m} \left(\frac{t}{T}\right) \text{rect}\left(\frac{t}{T}\right) \] (1.7.18)

and
\[ \tilde{w}_o(\omega) = \Psi_{2m} \left(\frac{\omega}{\Omega}\right) \text{rect}\left(\frac{\omega}{\Omega}\right). \] (1.7.19)

where the functions \( \Psi_n(\xi) \) are the prolate spheroidal wave functions (see, for instance, [830]) defined by the eigenfunction equation
\[ \int \Psi_n(\xi) \text{rect}(\xi)e^{-2\pi j\eta \xi} d\xi = j^n \sqrt{\lambda_n} \Psi_n(\eta) \quad (n = 0, 1, \ldots). \] (1.7.20)

1. Gabor’s Signal Expansion

If we choose the elementary functions as in relations (1.7.18) and (1.7.19), the corresponding stationary value of the degree of concentration is equal to \( \lambda_{2m} \). An optimum value is attained for \( m = 0 \), for which the degree of concentration takes the value \( \lambda_0 = 0.783 \). This is a slightly better result than choosing the elementary signals as in relations (1.7.11) and (1.7.12), in which case the degree of concentration takes the value 0.762.

We conclude that for a proper choice of the elementary signals the array \( c_{mkm'k'} \) can be strongly concentrated. Since the Gabor coefficients \( c_{mkm'k'} \) of the basic system under consideration can be found by convolving the ideal array \( d_{mkm'k'} \) with the strongly concentrated array \( c_{mkm'k'} \), the array of system coefficients \( c_{mkm'k'} \) is very similar to the array \( e_{0000} \). Hence, the number of degrees of freedom of the output signal of this system is about equal to the time-bandwidth product \( ab/2\pi \). We remark that the way in which we have proved this has a clear physical interpretation. Roughly speaking, with the Gabor expansion of the input signal in mind, only those shifted and modulated versions of the elementary signal that can pass both the input (time) aperture and the Fourier (frequency) aperture will contribute to the output signal.

A slightly more general system than the one described by relation (1.7.7) is the one whose kernel \( h_{\omega t}(\omega, t) \) takes the form
\[ h_{\omega t}(\omega, t) = \sum_m \sum_k h_{mk} \text{rect}\left(\frac{t}{T} - m\right) \text{rect}\left(\frac{\omega}{\Omega} - k\right) e^{-j\omega t}. \] (1.7.21)

The array of system coefficients \( c_{mkm'k'} \) can now be expressed as a four-dimensional convolution of the arrays \( h_{mk} \delta_{m-m'} \delta_{k-k'} \) and \( c_{mkm'k'} \). In the case that the array \( c_{mkm'k'} \) is again strongly concentrated around the element \( c_{0000} \), the Gabor coefficients of the input and the output signal are related by the simple relation
\[ a_{mk}^c \simeq h_{mk} a_{mk}^i. \] (1.7.22)

For the special system described by relation (1.7.7), we easily find that the array \( h_{mk} \) equals unity in the interval \( (|m| \leq M, |k| \leq K) \) and vanishes outside that interval.

1.8 Optical Generation of Gabor’s Expansion Coefficients for Rastered Signals

In this section we will describe an optical arrangement which is able to generate Gabor’s expansion coefficients of a one-dimensional signal by optical means [54]. An important feature of the optical arrangement is that it accepts the one-dimensional signal on a raster format; hence, the two-dimensional nature of the optical processing system is fully utilized.
Let us consider the optical arrangement depicted in Fig. 1.13. A plane wave of monochromatic laser light is normally incident on a transparency situated in the input plane. The transparency contains the signal \( \varphi(x) \), say, in a rastered format. With \( X = 2\pi/U \) being the width of this raster and \( \alpha X \) being the spacing between the raster lines, the light amplitude \( \varphi_1(x, y) \) just behind the transparency reads

\[
\varphi_1(x, y) = \text{rect}\left(\frac{x}{X}\right) \sum_m \varphi(x + mX) \delta(y - m\alpha X).
\]  

An astigmatic optical system between the input plane and the middle plane performs a Fourier transformation in the \( y \)-direction and an ideal imaging (with inversion) in the \( x \)-direction. Such an astigmatic system can be realized as shown, for instance, using a combination of a spherical and a cylindrical lens. The astigmatic operation results in the light amplitude

\[
\varphi_1(x, y) = \int \int e^{-j\beta_1 y_1} \delta(x - x_1) \varphi_1(x_1, y_1) dy_1
\]

\[
= \text{rect}\left(\frac{x}{X}\right) \tilde{\varphi}(x, \alpha \beta_1 y_1)
\]  

where \( \tilde{\varphi}(x, \alpha \beta_1 y_1) \) is the Fourier transform of \( \varphi(x) \)

and the light amplitude \( \varphi_1(x, y) \) just in front of the middle plane takes the form

\[
\varphi_1(x, y) = \text{rect}\left(\frac{x}{X}\right) \tilde{\varphi}(x, \alpha \beta_1 y) d(\beta_1 y).
\]  

1. Gabor’s Signal Expansion

Just in front of the middle plane: the parameter \( \beta_1 \) contains the effect of the wavelength of the laser light and the focal length of the spherical lens. In Eq. (1.8.2) we have introduced the associated function \( \tilde{\varphi}(x, u) \), the Zak transform of \( \varphi(x) \), defined by equation (1.3.5).

A transparency with amplitude transmittance

\[
m(x, y) = \text{rect}\left(\frac{x}{X}\right) \text{rect}\left(\frac{y}{Y}\right) X \tilde{\varphi}^* (x, \alpha \beta_1 y).
\]  

where \( Y = U/\alpha \beta_1 = (2\pi/X)/\alpha \beta_1 \), is situated in the middle plane. Just behind this transparency, the light amplitude takes the form

\[
\varphi_2(x, y) = m(x, y) \varphi_1(x, y) = \text{rect}\left(\frac{x}{X}\right) \text{rect}\left(\frac{y}{Y}\right) \tilde{\varphi}(x, \alpha \beta_1 y).
\]  

where use has been made of relation (1.5.6).

Finally, a two-dimensional Fourier transformation is performed between the middle plane and the output plane. Such a Fourier transformation can be realized as shown, for instance, using a spherical lens. The light amplitude in the output plane then takes the form

\[
\varphi_0(x_0, y_0) = \frac{1}{XY} \int \int e^{-j\beta_0 (x_0 x - y_0 y)} \varphi_2(x, y) dxdy
\]

\[
= \sum_m \sum_k a_{mk} \text{sinc}\left(\frac{\beta_0 x_0}{\alpha \beta_1 X} - k\right) \text{sinc}\left(\frac{\beta_0 y_0}{\alpha \beta_1 X} - m\right)
\]  

where Gabor’s expansion coefficients \( a_{mk} \) have been introduced: the parameter \( \beta_0 \), again, contains the effects of the wavelength of the light and the focal length of the spherical lens. We conclude that Gabor’s expansion coefficients appear on a rectangular lattice of points

\[
a_{mk} = \varphi_0 \left( k - \frac{\alpha \beta_1 Y}{\beta_0}, m - \frac{\alpha \beta_1 X}{\beta_0} \right)
\]  

in the output plane.

We remark that it is not an essential requirement that the input transparency consists of Dirac functions. When we replace the practically unrealizable Dirac functions \( \delta(y - m\alpha Y) \) by realizable functions \( d(y - m\alpha X) \), say, then Eq. (1.8.1) reads

\[
\varphi_1(x, y) = \text{rect}\left(\frac{x}{X}\right) \sum_m \varphi(x + mX) d(y - m\alpha X),
\]  

(1.8.7)

and the light amplitude \( \varphi_1(x, y) \) just in front of the middle plane takes the form

\[
\varphi_1(x, y) = \text{rect}\left(\frac{x}{X}\right) \tilde{\varphi}(x, \alpha \beta_1 y) d(\beta_1 y).
\]  

(1.8.8)
The additional factor $\bar{d}(\beta, y)$ can easily be compensated for by means of a transparency in the middle plane. Note that the special case $d(y) = \text{sinc}(y/\alpha X)$, and thus $d(\beta, y) = \text{rect}(y/Y)$, has the advantage that all the light from the input plane will fall inside the rectangle $\text{rect}(x/X) \text{rect}(y/Y)$ in the middle plane.

This technique to generate Gabor's expansion coefficients fully utilizes the two-dimensional nature of the optical system, its parallel processing features, and the large space-bandwidth product possible in optical processing. The technique exhibits a resemblance to folded spectrum techniques [194], where space-bandwidth products in the order of $3 \times 10^5$ are reported (see, for instance, [194], Chap. 8.3). In the case of speech processing, where speech recognition and speaker identification are important problems (see, for instance, [41]), such a space-bandwidth product would allow us to process speech fragments of about 1 min.

1.9 Conclusion

In this chapter we have derived a sampling theorem (in the time-frequency domain) for the sliding-window spectrum of a one-dimensional time signal, and we have shown how the signal can be reconstructed from the sampling values of its sliding-window spectrum by means of the Zak transform.

We have related the sampling of the sliding-window spectrum to Gabor's expansion of a signal in a discrete set of shifted and modulated elementary signals, and we have shown on the one hand that the sliding-window spectrum provides an easy way to determine Gabor's expansion coefficients and on the other hand that Gabor's signal expansion can elegantly be used to reconstruct the signal from its sampled sliding-window spectrum.

The key solution was that the window function, which is used in the sliding-window spectrum, and the elementary signal, which is used in Gabor's signal expansion, form a bi-orthonormal pair of function sets when shifted and modulated according to the Gabor lattice.

The Gabor lattice played a key role in this contribution. It is the regular lattice ($t = mT$, $\omega = k\Omega$) with $\Omega T = 2\pi$ in the time-frequency domain, in which each cell occupies an area of $2\pi$. The density of the Gabor lattice is thus equal to the Nyquist density $1/2\pi$, which, as is well-known in information theory, is the minimum time-frequency density needed for full transmission of information. Gabor's expansion coefficients can then be interpreted as degrees of freedom of the signal.

It may be clear that a coarser lattice, with cells whose areas are larger than $2\pi$, leads to undersampling; we do not have enough freedom to be able to represent all possible signals. On the other hand, a finer lattice, with a density that is higher than the Nyquist density, leads to oversampling; dependence between the Gabor coefficients arises, and we can no longer interpret them as (independent) degrees of freedom.
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Sampling in Optics

Franco Gori

2.1 Introduction

Illuminate an object with laser light and look at it through a diffraction grating. You will see a set of mutually displaced copies of the object. If the lateral extent of the object is small enough, the various copies do not overlap. You can easily devise a method for selecting a single copy of the object. For example, you can replace your own optical system, i.e., your eye, by a converging lens and let the multiple images that were impressing your retina be produced on a screen. Then, a hole on the screen will suffice to isolate a single image. You can even dispense with the laser light and repeat the observation in a more domestic environment by looking at a distant street lamp through a piece of fine fabric. In this case, all of the object copies except the central one will appear iridescent, but the basic phenomena will be the same.

Elementary optical experiments of this kind vividly illustrate the replicating effect of sampling as well as the possibility of recovering a luminous signal from its sampled version. This is because in optics certain transform operations are performed by Nature. It is not so for other phenomena exploited for the transmission of information (e.g., time-dependent electrical signals) where the transform of a signal, even the Fourier transform, is an abstract alternative representation of the signal more than the description of something that the signal itself displays somewhere in space. We can, of course. "see" the spectrum of a signal on a spectrum analyzer in much the same way as we could see any sophisticated transform of the signal on the monitor of a suitably programmed computer, but this is rather removed from the physical evolution of the phenomenon.

With such favorable elements, sampling was set to become a key tool in optics. It was in fact so and nowadays sampling procedures and sampling theorems are almost second nature to the optician to such a pass that concepts and properties connected with sampling theory are often used.
2. Sampling in Optics

Before entering the main themes, we shall devote some space to a short review of the history of sampling in optics.

Applications of sampling in optics are also described in previous review papers [440, 480].

2.2 Historical Background

There is a famous Molière's character who suddenly realizes that he has been speaking "in prose" for over forty years without even knowing. ¹ This bears some resemblance to the situation of sampling in optics for which there is a sort of prehistoric period. This dates back to the beginning of our century when the thermodynamics of electromagnetic radiation was intensively investigated. In 1914, von Laue, who had already published some important papers on the entropy of radiation, identified (at least explicitly) the series coefficients with samples of the expanded function. Notice that this occurred one year before the result by Whittaker on the interpolatory or cardinal series [946].

The pioneering results by von Laue were later reviewed and extended by Landé who gave them the large audience of the *Handbuch der Physik* [522]. In spite of this, they lay somewhat dormant in optics. In that period in fact, problems connected to Degrees of Freedom (DOF) were of main concern to communication scientists dealing with electrical signals.

The full appreciation in optics of the concepts of DOF and sampling came much later when the ideas of the communication and information theories penetrated the field. A scientist whose contributions to both communication theory and optics were fundamental, namely, the Nobel laureate D. Gabor, led the way. In his paper on communication theory [313], beside introducing the analytic signal (a common tool of modern optics), he proposed a discrete representation of a signal by means of Gaussian packets. He made this proposal on the grounds that Fourier analysis is at variance with some deeply rooted ideas of common sense, like the idea of instantaneous frequency of an acoustical signal [501]. Stressing analogies with quantum mechanics, he discussed possible representations of a time-dependent signal in a time-frequency plane (a phase space, in fact) and showed that the Gaussian packets occupied the minimum area permitted by the uncertainty relation. Because of the lack of orthogonality of the Gaussian packets, the evaluation of the expansion coefficients of a signal is not a trivial problem. Gabor suggested an approximate solution and an exact solution was found only much later by Bastiaans [48].² Gabor's analysis was carried out in the realm of time-dependent signals but its relevance for optics was set to

¹ "... il y a plus de quarante ans que je dis de la prose sans que j'en susse rien."

Molière: *Le Bourgeois Gentilhomme*.

²See chapter 1 by Bastiaans in this volume.
become apparent shortly after. Indeed, it is not by chance that in 1948 Gabor announced the principle of holography [314]. In addition, in 1946, the first edition appeared of the famous book by Duffieux of the applications to optics of the Fourier integral [269]. In 1951, Gabor delivered a celebrated Ritchie lecture at the University of Edinburgh about optics and information whose content was replicated much later in the first volume of Progress in Optics [315]. Among many other points, some of whom will be reviewed later, he discussed the spatial version of the Gaussian packets that became widely known for their importance in laser optics [108, 109, 494]. Let us add that the expansion of a function by means of Gaussian packets became customary in the quantum theory of optical coherence through the use of coherent states [333, 568, 386] and that the uncertainty relations of Fourier analysis discussed in Gabor's paper of 1946 were later to play an important role in partial coherence theory [938, 574, 193, 961, 306, 59] as well as in optical processing [45, 41] through the use, e.g., of the Wigner function [953].

In the meantime, the masterful work of Shannon had appeared [818, 819]. Within a few years the first applications of information theory to optics were presented [562, 483, 484, 278, 907, 908, 546, 686, 317, 318, 563, 547, 964]. By the end of the 1950s and at the beginning of the 1960s, the sampling theorem began to be taught in optics textbooks [909, 687] and the general role of information theory in science was discussed [115]. The use of information theory spread out further in the optical literature [688, 29, 30, 35, 319, 381, 307, 552, 12]. In the same period, the optical processing of information began to be popularized [238, 913] and the connection between holography and communication theory was clarified [532] by the invention of off-axis holography. Finally, the publication of textbooks stressing the role of mathematical transforms and sampling [339, 704] marked the beginning of the full maturity period.

2.3 The von Laue Analysis

It is fair to begin by a short account of the 1914 paper by von Laue. Let us first define the number of DOF of a space-time field distribution as the number of parameters needed to specify the field. One can refer either to real or to complex DOF.

Von Laue considers a beam of monochromatic, linearly polarized light falling on a $\xi, \eta$ plane within a solid angle $\Omega$ and evaluates the number of DOF of the radiation illuminating a square region $|\xi| \leq \Xi$. He first expresses the field contributed at a typical point $(x, y, z)$ by a cone of radiation with vertex at the point $(\xi, \eta, 0)$. Using the Debye integral [106] he writes this contribution as follows:

$$V(x, y, z) = \int_{-\Xi}^{\Xi} \int_{-\Xi}^{\Xi} f(\xi, \eta) \, d\xi \, d\eta \times \int_{-A}^{A} \int_{-A}^{A} e^{ik[\alpha(x-x)+\beta(y-y)+\gamma z]} \, d\alpha \, d\beta.$$ (2.3.2)

On expanding $f(\xi, \eta)$ into a Fourier series and interchanging integrals, von Laue obtains the following expression:

$$V(x, y, z) = 4 \Xi^2 \int_{-A}^{A} \int_{-A}^{A} e^{ik(\alpha x + \beta y)} \times \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} K_{mn} \text{sinc} \left( \frac{2\Xi}{\lambda} \alpha - m \right) \times \text{sinc} \left( \frac{2\Xi}{\lambda} \beta - n \right) \, d\alpha \, d\beta.$$ (2.3.3)

where, as usual, we put $\text{sinc}(t) = \sin(\pi t)/(\pi t)$. As a next step, von Laue gives an estimate of the integrals

$$\int_{-A}^{A} e^{ik\alpha x} \text{sinc} \left( \frac{2\Xi}{\lambda} \alpha - m \right) \, d\alpha; \int_{-A}^{A} e^{ik\beta y} \text{sinc} \left( \frac{2\Xi}{\lambda} \beta - n \right) \, d\beta.$$ (2.3.4)

appearing in (2.3.4). Under the hypothesis $kA\Xi \gg 1$, he reaches the conclusion that these integrals are negligibly small unless the following conditions are met:

$$|m| < \frac{2\Xi A}{\lambda}; \quad |n| < \frac{2\Xi A}{\lambda}.$$ (2.3.5)

The number of distinct pairs satisfying these conditions equals $(4\Xi A/\lambda)^2$ and this is also the number of complex coefficients $K_{mn}$ needed to specify the field, i.e., the number of complex DOF.
As far as the temporal DOF are concerned, the von Laue derivation is as follows. Let us consider a spectral interval $dv$ and a finite time span $T$. Expand the field into a time Fourier series within the interval $(0, T)$. The harmonics belonging to the interval $dv$ are the ones whose frequencies $n/T$ satisfy the inequalities

$$\nu < \frac{n}{T} < \nu + dv. \quad (2.3.6)$$

Their number amounts to $Tdv$. Combining the spatial and temporal DOF, von Laue concludes that a beam of light with spectral width $dv$ and contained in a solid angle $\Omega$ possesses

$$\frac{4 \pi^2 \Omega T dv}{\lambda^2} \quad (2.3.7)$$

complex DOF when it illuminates an area $4 \pi^2$ for a time $T$. Actually, von Laue refers to real DOF because he argues that no DOF are to be attributed to the phases.

We will not further discuss the von Laue paper but we cannot help remarking how pioneering it is. Note in fact that the sinc series appearing in (2.3.4) is nothing but the sampling expansion of what we now call the plane wave spectrum or angular spectrum of the radiation field [106, 339]. Such a spectrum can be expanded into a sampling series because its (inverse) Fourier transform (shorthand: FT) has a finite support (the square region $|\xi| \leq \Xi, |\eta| \leq \Xi$). Although von Laue does not notice explicitly that the coefficients $K_{mn}$ are samples of the angular spectrum, the substance of the sampling theorem is already present.

2.4 Degrees of Freedom of an Image

This section might well be subtitled “The struggle for superresolution.” There is in fact an intimate connection between the concept of degrees of freedom of an image and that of resolving power, and although the degrees of freedom are used for many other purposes, one of the subjects that has turned out to be most intriguing is the possibility of overcoming the classical resolution limit.

In the following, we will not stick too strictly to the history of the subject. Instead, we will try to evidence some of the main ideas that developed in the field.

Let us recall that under certain simplifying assumptions [339, 575, 325, 106] an optical system can be thought of as a linear shift-invariant system characterized by its impulse response. Accordingly, the image function is the convolution between the object function and the impulse response. This holds true for any state of coherence of the light radiated by the object [106, 342], provided that a suitable meaning is given to the words

\[ g(x) = \int f(y)S(x - y) \, dy. \quad (2.4.1) \]
where the integration region is (possibly) the whole \( y \)-axis. In equivalent
terms, the spectra \( \tilde{g}(p) \) and \( \tilde{f}(p) \) of the image and the object, respectively,
are related by

\[
\tilde{g}(p) = \tilde{f}(p) \tilde{S}(p).
\]

(2.4.2)

The venerable concept of resolving power can be introduced in a simple
manner. A single object point gives rise to a light patch in the image.
When the object is made up of two points, two light patches appear in
the image. If the distance between the two object points is progressively
reduced, the two patches overlap more and more until the overall image
becomes practically indistinguishable from the one that would be produced
by a single object point. The two object points are no longer “resolved.”
To quantify this statement, the coherence properties of the light radiated
by the object points are to be taken into account \[896\]. We will not go into
details. Suffice it to say that for any state of coherence one can define a
resolution limit.

The resolution limit was thought of as an ultimate barrier for a very long
time. Presumably, after the advent of quantum mechanics, the possibility
of overcoming that limit also seemed to be prevented by the Heisenberg un-
certainty principle. Yet, in the 1940s, superdirective or supergain antennas
were discovered \[797\] and their optical counterparts, namely, superresolving
pupils, were later proposed \[906\]. In principle, the impulse response of
an optical system could be narrowed at will. Although the actual produc-
tion of superresolving pupils presented formidable difficulties, it was clear
that the resolving power concept lacked a solid foundation. The transfer of
information from the object to the image was to be reexamined by different
means. A possibility was offered by the sampling theorem.

2.4.1 USE OF THE SAMPLING THEOREM

In order to outline this approach, we shall refer to the simplest case. A
one-dimensional coherent object field distribution \( f(x) \) is imaged through
an optical system whose pupil is a perfect low-pass filter extending from
\(-p_M \) to \( p_M \) on an axis of spatial frequencies. The image field distribution
\( g(x) \) is then given by the convolution

\[
g(x) = 2p_M \int_{-\infty}^{\infty} f(y) \text{sinc}[2p_M(x - y)] \, dy.
\]

(2.4.3)

Due to its band-limited nature, the image can be expressed through a
sampling expansion of the form

\[
g(x) = \sum_{n=-\infty}^{\infty} g(x_0 + \frac{n}{2p_M}) \text{sinc}[2p_M(x - x_0) - n],
\]

(2.4.4)

where \( x_0 \) is an arbitrary shift. In other words, the image is completely
determined by a set of its samples taken at the Nyquist rate \( 1/2p_M \). \(^3\)

![FIGURE 2.2: An image field distribution \( g(x) \).](image)

![FIGURE 2.3: Set of samples of \( g(x) \) obtained with \( x_0 = 0 \).](image)

\(^3\)Sampling expansions suitable for space-variant systems also exist \[593\].
that the true object is a pair of well-resolved point-like sources. However, unless we have sufficient \textit{a priori} information, no such conclusion can be drawn [907].

The classical formulation of the resolving power concept is based on the assumption that the observer has only to decide whether a single object point or two object points are present. In a similar hypothesis, the observer only needs one bit of information. Although this may be the case in some astronomical or spectroscopic investigation, the general situation is much more complicated than this.

The previous remarks point out the role of prior knowledge in scientific observations. There is an early optical example of the importance of this factor at the very beginning of modern science. This occurred when Galileo aimed his telescope at Saturn. He saw a surprising image and decided to communicate the results of his observations to Kepler. According to the style of those old days, he sent Kepler an anagram in Latin language. The decoded message meant “I observed a very high planet composed of three bodies.” He was wrong, of course, but how did that occur? We can easily guess that the image was not very sharp and Galileo had no previous experience of planets surrounded by annulli. The most commonly known shape for celestial bodies was the sphere. As a consequence, he interpreted the image as produced by a central body with two much smaller bodies at its sides.

Let us come back to sampling and ask what changes are to be made in our arguments in the presence of prior knowledge. One of the simplest cases is perhaps when we know that the object has a finite extent, say from $-x_M$ to $x_M$. The image formation law is still given by (2.4.3) with the only difference that the infinite limits of integration are replaced by $\pm x_M$. We want to give an estimate of the number of DOF of the image. To this end, we note that the impulse response $\text{sinc}(2p_Mx)$ of our system has a width, roughly speaking, of about $1/(2p_M)$. Let us suppose that the object extent

is much larger than this, i.e., that $4x_M p_M \gg 1$. Then, we can say that the image resulting from the convolution between $f(x)$ and $\text{sinc}(2p_Mx)$ has an overall extent slightly greater than $2x_M$. This, of course, is what common experience suggests. For example, no one looking through the viewfinder of a photographic camera expects to see an image much larger than the one predicted by geometrical optics. Within the practically finite extent $2x_M$ of the image we find a finite number $N$ of samples, namely,

$$N = 4x_M p_M.$$  \hfill (2.4.5)

and this is also the number of complex DOF of the image. It is easily shown that the result is of the same type obtained in the von Laue analysis. For obvious reasons, the quantity $4x_M p_M$ is called the \textit{space-bandwidth product} [553]. The term Shannon number [910] is also used.

### 2.4.2 Some Objections

The previous derivation of the number of DOF is admittedly crude and several objections can be raised against it. First, we have assumed that the only non-negligible samples are those falling within the geometrical image. This is based more on physical intuition than on mathematically sound arguments. As a matter of fact, it is not difficult to find examples in which many relevant samples are outside the geometrical image [715]. This may be seen, e.g., in Fig. 2.5 that gives the image produced by the following object. A group of 501 coherent point-like sources whose amplitudes are alternatively +1 or −1 are aligned between $-x_M$ and $x_M$, with a mutual spacing of $0.1/2p_M$. The condition $4x_M p_M \gg 1$ is satisfied and yet significant parts of the image are outside the interval $[-x_M, x_M]$. The horizontal unit in Fig. 2.5 equals $1/(2p_M)$. We note in passing that the same object can be used to evidentiate how minute changes of the object can produce large changes in the image. Suppose in fact that we pass from 501 to 500 point-like sources. The resulting image, shown in Fig. 2.6, exhibits several changes and, in particular, a change of phase of $\pi$ of one of the extreme peaks.

As a second objection, it may be observed that non-uniform samplings exist [495, 980, 541, 704, 351, 391, 956, 111]. For example, a band-limited function can be specified by a set of samples grouped in periodically repeated bunches provided that the average sample density satisfies the Nyquist condition. Within a bunch, the mutual distance between adjacent samples can be much smaller than $1/(2p_M)$. Suppose now that the image is specified by a non-uniform sampling of this type with one of the bunches falling within $[-x_M, x_M]$. Clearly enough, we can choose the sampling in such a way that the number of samples contained in the geometrical image is substantially greater or smaller than the value of $N$ given by Eq. (2.4.5).

A third objection is the following. It may be shown that the FT of a
listening to a music record, we could claim to be able to predict the future melodies after few notes, on the grounds that the piece has a finite duration and is reproduced through an amplifier with finite bandwidth. Having said that, it remains to make clear where the above argument fails. The trap, of course, is that when we descend from the platonic heaven of perfect Fourier transforms and analytic functions to our laboratory, we find a world fraught with noise and measurement errors [830]. We cannot assess the actual value of the above arguments unless we find some procedure to implement the reconstruction so that we can examine the effect of noise (including in it measurement errors). This is where the ingenuity of researchers has produced the richest harvest of results. We shall now go through some of the most relevant approaches.

2.4.3 THE EIGENFUNCTION TECHNIQUE

We have a coherent object with finite support \([x_M, x_M]\) imaged through the low-pass pupil \(\text{rect}[p/(2p_M)]\), where \(\text{rect}(t) = 1\) for \(|t| \leq 1/2\) and is otherwise zero. By a simple change of variables, the imaging equation can be written

\[
g(x) = \int_{-c/2}^{c/2} f(y) \text{sinc}(x - y) \, dy \quad (|x| \leq c/2),
\]

where, to avoid multiplication of symbols, we made the substitutions

\[
g \left( \frac{x}{2p_M} \right) \rightarrow g(x); \quad f \left( \frac{x}{2p_M} \right) \rightarrow f(x),
\]

and where

\[
c = 4x_M p_M
\]

is the space-bandwidth product. In optical terms, Eq. (2.4.6) describes the imaging of a coherent object with support \([-c/2, c/2]\) through a low-pass pupil extending from \(-1/2\) to \(1/2\). Only the region of the geometrical image \((|x| \leq c/2)\) is considered. For the moment, noise is ignored. We have to solve Eq. (2.4.6). Let \(L_2^2\) be the space of square-integrable functions defined in \([-c/2, c/2]\). We assume \(f(y)\) to belong to \(L_2^2\). Eq. (2.4.6) is a Fredholm integral equation in the first kind, whose convolution kernel \(\text{sinc}(x - y)\) is easily proved to be positive definite. A unique solution exists. It can be found through the eigenfunction technique that we shall now sketch. Consider the homogeneous Fredholm integral equation of the second kind

\[
\int_{-c/2}^{c/2} \phi(y) \text{sinc}(x - y) \, dy = \mu \phi(x) \quad (|x| \leq c/2).
\]

Because of the nature of the kernel, there exists a discrete set of real orthogonal eigenfunctions \(\phi_n(x)\) corresponding to positive and less than unity eigenvalues \(\mu_n\) \((n = 0, 1, \ldots)\). The ordering is for decreasing eigenvalues
In order to we have to extend the definition of the PS\VF outside. This can be done with the aid of \( \Phi_n(c; x) \) because there is a different family of PSWF for any value of \( c \). Similarly, we should write \( \mu_n(c) \). However, we shall drop such an explicit dependence on \( c \).

\[
1 > \mu_0 > \mu_1 > \cdots \tag{2.4.10}
\]

The \( \Phi_n(x) \) are the prolate spheroidal wavefunctions (shorthand: PSWF) \cite{[832, 519, 520]}. A complete notation for them would be \( \Phi_n(c; x) \) because there is a different family of PSWF for any value of \( c \). Similarly, we should write \( \mu_n(c) \). However, we shall drop such an explicit dependence on \( c \).

\[
\frac{d}{dx} \Phi_n(x) = \frac{1}{c} \Phi_n(x) \quad (\forall n).
\]

A few words about the PSWF are in order. Within the basic interval \([-c/2, c/2]\) they have a number of zeros equal to their order index, so that they become more and more rapidly oscillating when \( n \) increases. Defining an equivalent spatial frequency as the inverse of twice the mean distance between adjacent zeros, we can say that, in \([-c/2, c/2], \Phi_n(x) \) has an equivalent spatial frequency of \( n/(2c) \). Observe now that, in optical terms, Eq. (2.4.9) defines a set of objects \( (\Phi_n) \) that, when imaged through the low-pass pupil, reproduce themselves within a constant \( (\mu_n) \). They can be called the eigenobjects of the optical system, in the sense that for any of them the image is a perfect replica of the object except for an amplitude factor. The surprising result is that there exist objects of arbitrarily large equivalent frequency that are perfectly imaged by the system. There is, however, a multiplying factor and we can expect it to drop to low values once the equivalent frequency exceeds the cutoff frequency \( (1/2) \) of the low-pass filter. This is exactly what happens as soon as \( c \) exceeds a few units. As an example, the eigenvalues versus \( n \) are represented in Fig. 2.7 for \( c = 32/\pi \) \cite{[833]}. The eigenvalues \( \nu_n \) are almost unity for index values less than \( c \) and then become extremely small. The transition from high to low eigenvalues occurs in a range of indices that grows proportionally to \( \ln(c) \). Such a step function behavior is no longer valid when \( c \) approaches 1. In this case, even the first eigenvalues are appreciably lower than one, as can be seen, e.g., from Fig. 2.8 referring to \( c = 4/\pi \). As we shall see, this has important consequences.

In optical terms, we would explain the small values of the \( \mu_n \) by saying that the energy conveyed by the corresponding \( \Phi_n \) goes mostly outside the pupil.

In order to clarify this point, we have to extend the definition of the PSWF outside \([-c/2, c/2]\). This can be done with the aid of Eq. (2.4.9). As the left-hand side makes sense for any \( x \), we can remove the limitation \( |x| > c/2 \) and let \( \Phi_n \) be defined in the outer region, \( |x| > c/2 \), through the convolution of the inner part with \( \text{sinc}(x) \). We shall refer to \( \Phi_n(x) \) defined everywhere as the extended \( \Phi_n \). Note that, by its very definition, this is a band-limited function. The inner part of \( \Phi_n \) will be termed the truncated \( \Phi_n \). Now, if we assume the \( \Phi_n \) to be normalized in the basic interval

\[
\int_{-c/2}^{c/2} \Phi_n^2(x) \, dx = 1 \quad (\forall n),
\]

then it can be proved that

\[
\int_{-\infty}^{\infty} \Phi_n^2(x) \, dx = \frac{1}{\mu_n} \quad (\forall n).
\]

We can read the left-hand side integrals in Eqs. (2.4.11) and (2.4.12) as a sort of measure of energy and we can say that the PSWF have their energy mostly inside or outside the basic interval depending on whether the order index is smaller or greater than \( c \).

The behavior of the PSWF can be clarified a bit further by discussing an even more fundamental property of them. The PSWF are self-reproducing under finite FT. If we take the FT of the truncated \( \Phi_n \), we obtain a function with the same shape as the extended \( \Phi_n \) itself. There is a scale factor as well as an amplitude factor to be taken into account. The complete relation is

\[
\int_{-\infty}^{\infty} \Phi_n^2(x) \, dx = \frac{1}{\mu_n} \quad (\forall n).
\]
Using the complex conjugate of (2.4.13) we find that (2.4.17) coincides with (2.4.9).

We shall now use the PSWF to give a formal solution of Eq. (2.4.9). To this aim, we expand both \( f(x) \) and \( g(x) \) into a series of PSWF:

\[
f(x) = \sum_{n=0}^{\infty} f_n \Phi_n(x), \quad \left\{ f_n = \int_{-c/2}^{c/2} f(x) \Phi_n(x) \, dx \right\},
\]

\[
g(x) = \sum_{n=0}^{\infty} g_n \Phi_n(x), \quad \left\{ g_n = \int_{-c/2}^{c/2} g(x) \Phi_n(x) \, dx \right\}.
\]

On inserting from Eq. (2.4.18) and (2.4.19) into Eq. (2.4.6) and taking into account Eq. (2.4.9) we find

\[
g_n = \mu_n f_n \quad (n = 0, 1, \ldots).
\]

Hence, on dividing the image coefficients \( g_n \) by the corresponding eigenvalues \( \mu_n \), we obtain the object coefficients \( f_n \), i.e., the solution of our problem (see Eq. (2.4.18)).

What about the number of DOF of the image? In the noiseless case considered so far, all of the (infinitely many) DOF of the object represented by the set of coefficients \( f_n \) are transferred to the image in the set of the \( g_n \). However, in the passage from the object to the image each coefficient is multiplied by the corresponding eigenvalue. In particular, the object coefficients with index exceeding \( c \) by more than the width of the transition region are multiplied by very small numbers.

We have now to see how the recovery process is influenced by noise [142, 311, 937, 752, 769, 720, 910, 73, 786]. For noisy images, \( g_n \) is affected by an error. Let

\[
\tilde{g}_n = g_n + \epsilon_n \quad (n = 0, 1, \ldots)
\]

be the noisy value of \( g_n \) with an error term \( \epsilon_n \). The estimated value of \( f_n \), say \( \tilde{f}_n \), is obtained from (2.4.21) through division by \( \mu_n \):

\[
\tilde{f}_n = f_n + \frac{\epsilon}{\mu_n} \quad (n = 0, 1, \ldots).
\]

It is seen that the error term is amplified \( 1/\mu_n \) times by this process. To give a feeling of this effect, we consider an example. Let \( c = 32/\pi \) and suppose we want to evaluate \( \tilde{f}_n \) up to \( n = 20 \) (which corresponds to twice the number of DOF furnished by Eq. (2.4.5)). From the tables of \([833]\) it turns out that when we try to recover \( \tilde{f}_n \), the error term is multiplied by the frightening figure of \( 10^{12} \). Unless the errors on the image coefficients decrease as fast as the \( \mu_n \), this would induce a disaster. Unfortunately, in most realistic situations, the causes of error are likely to behave as a sort of...
white noise, thus producing a mean squared value of $\epsilon_n$ independent from $n$. This prevents the recovery of object coefficients with index significantly greater than $c$. The enormous amplification of data errors occurring in the evaluation of the solution is a symptom of a typical pathology of inverse problems, namely, ill-posedness [599, 791, 74]. The methods for treating ill-posed problems in such a way as to obtain sensible solutions, i.e., methods for regularizing the problem have had a large development in recent years. In particular, those methods have been applied to the present problem of image recovery [34, 928, 78, 79]. Here we shall limit ourselves to very simple considerations.

The simplest way to cope with the noise problem is to use a truncated series expansion in the object recovery. This means that we use Eq. (2.4.22) up to a value of $n$ determined as follows. Let $\varphi$ and $\eta$ be the root mean square values of $f_n$ and $\epsilon_n$, respectively, in the hypothesis that both the object and the noise are white processes. To prevent noise from overcoming the signal, we stop the series at the maximum value of $n$ such that the following inequality is still satisfied:

$$\mu_n > \frac{\eta}{\varphi}. \quad (2.4.23)$$

Denote by $N'$ this value of $n$. Then, $N'$ is the number of DOF of the image. It depends, of course, on the ratio $\eta/\varphi$, let us say to signal ratio. Nevertheless, due to the sharp fall-off of the eigenvalues, for any realistic case, the value of $N'$ will not exceed $c$ very much. More exactly, $N'$ is determined by the width of the transition region so that the estimate of the number of DOF furnished by Eq. (2.4.5) is to be corrected by adding a term growing like $\ln(c)$. Let us see an example. For $c = 50/\pi \approx 15.9$ and $\eta/\varphi = 10^{-3}$ (which means rather good experimental data) the tables of [833] give $N' = 19$. Now, passing from $N = 16$ to $N' = 19$ does not imply a very significant increase of resolution. So, after all, the sampling based estimate is asymptotically correct (for large $c$).

The substantial agreement between the sampling and the eigenfunction approaches can be expressed by saying that, for large $c$, the eigenvalues behave approximately like samples of the pupil taken at the Nyquist rate $1/(2\pi c)$. They are very near to one up to $n \leq c$ and very near to zero for greater indices. This pictorial remark can be converted into a rigorous statement through the Szegő’s theorem [461, 516, 517]. Under much more general conditions, e.g., for differently shaped pupils, the theorem asserts that in a well-defined sense the eigenvalues are asymptotically approximated by the pupil samples.

If $c$ is not large, say for $c$ of the order of unity, things are different. In this case, even the recovery of a couple of object coefficients beyond the Shannon limit is significant in that it corresponds to obtaining a resolution two or three times greater that the classical one. A value of $c$ near to one means an object extent approximately equal to the width of the impulse response. At first sight, it may appear that this would seldom occur. Yet, there is an important class of instruments in which this is the case. It is the class of scanning instruments [958] where the object is illuminated by a tiny spot of light moving across it. At any time, the effective object reduces to the illuminated region and the space-bandwidth product is then small. We can say that the trick is to use the temporal DOF of the optical channel that are normally unexploited. Obviously, the illuminating spot can hardly have a rectangular profile, so that our analysis is to be somewhat extended. A hint on this will be given later.

It is useful to observe that the recovery process up to the index $N'$ can be described as the result of the application to the image of a certain integral operator [40]. Referring to the noisy case, we write the truncated series estimate of the object, say $f_{N'}(x)$, as

$$f_{N'}(x) = \sum_{n=0}^{N'} f_n \Phi_n(x). \quad (2.4.24)$$

It is easily seen that $f_{N'}(x)$ is obtained from the noisy image, say $g(y)$, in the following way:

$$f_{N'}(x) = \int_{-c/2}^{c/2} g(y) R_{N'}(x, y) \, dy. \quad (2.4.25)$$

where

$$R_{N'}(x, y) = \sum_{n=0}^{N'} \frac{1}{\mu_n} \Phi_n(x) \Phi_n(y). \quad (2.4.26)$$

The virtue of this approach is to evidentiate that the kernel $R_{N'}(x, y)$ is independent from the particular image to which the recovery process is to be applied. Note that $R_{N'}(x, y)$ is a shift-variant kernel.

2.4.4 THE GERCHBERG METHOD

Elegant as they are mathematically, the PSWF are not simple to use for numerical evaluations [829, 833, 309]. The situation is even worse when the eigenfunction technique is to be used for more general imaging processes in which the eigenfunctions are seldom known analytically. Therefore, methods of image processing not requiring the explicit knowledge of the eigenfunctions are welcomed. One of these is an iterative method proposed in [329] and originally explained through energy considerations in the domains of the image and its FT.

An analysis of the Gerchberg method in terms of PSWF was independently given in [346, 256, 705]. Here, we shall use the approach given in [346] because it affords an easy extension of the method to more general imaging situations.
First, let us give Eq. (2.4.6) a more compact form by introducing the symbol $K$ for the integral operator as follows

$$g(x) = (Kf)(x) \equiv \int_{-c/2}^{c/2} f(y) \text{sinc}(x - y) \, dy \quad (|x| \leq c/2). \quad (2.4.27)$$

The basic idea is to transform this Fredholm integral equation of the first kind into one of the second kind and solve the last by a Neumann series. This is done by introducing a sort of complementary operator

$$\tilde{K} = U - K, \quad (2.4.28)$$

where $U$ is the identity operator. Using $\tilde{K}$, Eq. (2.4.27) can be written

$$f(x) = g(x) + (\tilde{K}f)(x). \quad (2.4.29)$$

which is a Fredholm equation of the second kind. Following the usual procedure we can try to solve Eq. (2.4.29) by iteration. Successive approximations of the solution are

$$f^{(1)}(x) = g(x),$$
$$f^{(2)}(x) = g(x) + (\tilde{K}f^{(1)})(x) = g(x) + (\tilde{K}g)(x),$$
$$f^{(3)}(x) = g(x) + (\tilde{K}f^{(2)})(x) = g(x) + (\tilde{K}g)(x) + (\tilde{K}^{2}g)(x),$$
$$\vdots$$
$$f^{(M)}(x) = g(x) + (\tilde{K}f^{(M-1)})(x) = g(x) + (\tilde{K}g)(x) + (\tilde{K}^{2}g)(x) + \cdots + (\tilde{K}^{M-1}g)(x). \quad (2.4.30)$$

The effect of successive iterations can be studied with the aid of the PSWF. Using Eqs. (2.4.28) and (2.4.9), we see that the action of $\tilde{K}$ on $\Phi_{n}(x)$ is expressed by the relation

$$(\tilde{K}\Phi_{n})(x) = (1 - \mu_{n})\Phi_{n}(x). \quad (2.4.31)$$

On inserting from Eq. (2.4.19) into the last of Eqs. (2.4.31) and taking into account Eq. (2.4.31), we easily obtain

$$f^{(M)}(x) = \sum_{n=0}^{\infty} g_{n} \frac{1 - (1 - \mu_{n})M}{\mu_{n}} \Phi_{n}(x) = \sum_{n=0}^{\infty} p_{n}^{(M)} \Phi_{n}(x). \quad (2.4.32)$$

where we used Eq. (2.4.20) and we defined the quantities

$$p_{n}^{(M)} = 1 - (1 - \mu_{n})^{M} \quad (n = 0, 1, \ldots; \ M = 1, 2, \ldots). \quad (2.4.33)$$

Taking into account that $\mu_{n} < 1$, we see that the coefficients $p_{n}^{(M)}$ tend to unity for $M \rightarrow \infty$. In the same limit, $f^{(M)}$ tends to the solution of Eq. (2.4.29). On comparing Eq. (2.4.32) to Eq. (2.4.19) and taking into account Eq. (2.4.20), we note that for any finite $M$ the net effect of the iterations is that the eigenvalues $\mu_{n}$ are replaced by the quantities $p_{n}^{(M)}$. These quantities are drawn in Figs. 2.9 and 2.10, for $c = 32/\pi$ and $c = 4/\pi$, respectively, for a few values of $M$ (indicated near each curve). The behavior of the $p_{n}^{(M)}$ with respect to $n$ is similar to the one exhibited by the $\mu_{n}$ (see Figs. 2.7 and 2.8) except that the transition from high to low values occurs at a progressively higher index for increasing $M$. In a sense, this is equivalent to recovering the image that would be produced by a progressively wider pupil.

For small eigenvalues $\mu_{n}$, the number of iterations required to bring $p_{n}^{(M)}$ near to one grows approximately like $1/\mu_{n}$ as can be easily deduced from
Eq. (2.4.33). If $c$ is near to one, as in Fig. 2.10, a rather small number of iterations (e.g., $M = 100$) produces an equivalent bandwidth two or three times larger than the original one. To obtain the same result when $c$ is greater than some units, as in Fig. 2.9, we would need an impractically high number of iterations. One the other hand, two remarks are to be made. First, variations of the method can give faster convergence and even closed form implementation [784. 565, 185, 597, 599]. Second, the recovery of object coefficients corresponding to too small eigenvalues is actually precluded by noise problems. From this point of view, the Gerchberg method suffers from the same limitations as the direct eigenfunction technique.

The virtues of the Gerchberg methods are: a) it allows one to implement the eigenfunction technique without requiring their explicit knowledge; b) it works with imaging kernels of many types. In the simplest form of the method, the iterations are stopped when the scientist realizes that noise is beginning to dominate the reconstruction. This is practically done by using some plausibility criterion for the reconstructed object. Alternatively, the prior knowledge about the object can be incorporated into a regularized form of the method [200. 1].

The Gerchberg method implies repeated convolutions and truncations. This is usually done by switching back and forth between the two domains where the object and its Fourier transform are defined. Numerically, this is obtained by using the discrete FT with fast algorithms [114]. It is curious to observe that on approximating continuous with discrete FT, one makes a sampling of both a function and its FT, assuming that the replica effects produced by sampling do not cause overlapping. This amounts to assuming that both the function and its FT can have finite support and this is prohibited, strictly speaking, by the same analyticity properties that are at the root of the recovery processes [295].

It is seen from Eqs. (2.4.31) that the output of each iteration is fed back to the input of a system described by the operator $\tilde{K}$. This remark suggests that the Gerchberg method could be implemented by analogical systems with feedback. This can be in fact demonstrated [255. 580]. It is to be recalled that the Gerchberg method has been preceded by a similar method originally proposed in [920] and later reconsidered and extended by several authors [431. 310. 395. 893. 414]. The main difference [365] is that the original van Cittert method does not use the a priori information about the finite extent of the object so that it essentially performs an ordinary inverse Fourier filtering [310]. The analytical technique underlying the Gerchberg method was actually known in mathematics after the work in [523]. Also, it must be mentioned that a somewhat similar iterative method was used by Landau in a technique relating to companded signals [514. 518].

The Gerchberg method is a prototype of constrained iterative algorithms and can be extended and generalized in several ways [745. 982. 955. 184. 781. 423. 539. 581. 795. 834. 867. 564. 777. 472. 231].

2. Sampling in Optics

2.5 Superresolving Pupils

We have seen methods for giving approximate solutions to the recovery problem using, either explicitly or implicitly, the PSWF. The result can be described as an image with increased resolution with respect to the image given by the original pupil.

In principle, an attractive alternative is to replace the so-called clear pupil, i.e., the pupil with transmission function $\text{rect}(p)$, by a superresolving pupil (shorthand: SRP) [906]. This would give an increased resolution in real time without any post-processing of the image. Here, we want to see something more about such pupils and to establish a link between them and the previous approaches.

Let us first outline the most elementary way to design a SRP. Denote by $S(x)$ the impulse response of the pupil. As the pupil function vanishes outside $[-1/2, 1/2]$, $S(x)$ can be expressed through the sampling expansion

$$S(x) = \sum_{n=-\infty}^{\infty} S(n) \text{sinc}(x - n).$$

(2.5.1)

The goal is to find the values to be given to the samples $S(n)$ in order to produce an impulse response that is narrower than $\text{sinc}(x)$ on a limited interval. Once this is done, the FT of Eq. (2.5.1) gives the Fourier series expansion of the required pupil function. The values $S(n)$ can be found by trial and error as follows. Suppose that only a finite number of them, say $2M + 1$, are different from zero. We now require $S(x)$ to be one at the origin and to vanish at $2M$ selected points $x_n$ ($n = \pm 1, \pm 2, \ldots \pm M$). Then, Eq. (2.5.1) furnishes a set of $2M + 1$ linear equations in the $2M + 1$ unknown quantities $S(n)$. The points $x_n$ are chosen in such a way as to force $S(x)$ to be narrower than $\text{sinc}(x)$ and to remain at low values on a certain interval. An example helps to visualize this approach. Let $M = 4$ and

![FIGURE 2.11: A plot of $S(x)$ (dotted line) and $\text{sinc}(x)$ (solid line).](image-url)
choose \( x_{\pm 1} = \pm 0.5, x_{\pm 2} = \pm 0.7, x_{\pm 3} = \pm 0.9, x_{\pm 4} = \pm 1.1 \). The function \( S(x) \) found on solving the problem is drawn in Fig. 2.11 where \( \text{sinc}(x) \) is also given for the sake of comparison. It is seen that the resolution is increased by a factor of 2. The values of \( S(n) \) \( (n = 0, 1, \ldots, 4) \) turn out to be \( S(0) = 1; S(1) = -0.101692; S(2) = 390.289; S(3) = 4522.14; S(4) = 6530.01 \). It is clear from the high values of \( S(n) \) for \( |n| > 1 \) that the impulse response drastically increases outside the interval \([-1.1, 1.1]\). These external sidelobes are the price to be paid for obtaining superresolution. To prevent the sidelobes from blurring the image, the object must have a finite extent equal to half the interval on which \( S(x) \) has been kept under control (this is to say an extent 1.1 in our example). Therefore, the use of SRP requires the prior knowledge that the object vanishes outside a certain interval. As an empirical result, one finds that when the useful interval is increased and/or the width of the central core of \( S(x) \) is decreased, the outer sidelobes become higher and higher. The design of SRP belongs to the general problem of approximating, on a given interval, an arbitrary function by means of a band-limited function \([809]\). A systematic approach can be based on the use of the PSWF \([308, 309]\). Suppose that we want \( S(x) \) to have a prescribed form in \([-c/2, c/2]\). In such an interval, \( S(x) \) can be expanded into the PSWF series

\[
S(x) = \sum_{n=0}^{\infty} s_n \Phi_n(x) \quad \left\{ s_n = \int_{-c/2}^{c/2} S(x) \Phi_n(x) \, dx \right\}. \tag{2.5.2}
\]

Replace now the truncated \( \Phi_n \) by their extended version. This gives rise to a function that coincides with \( S(x) \) for \( |x| \leq c/2 \) and is band-limited. Using Eq. (2.4.14), we immediately find that the required pupil function, say \( S(p) \), is

\[
S(p) = \sqrt{c} \text{rect}(p) \sum_{n=0}^{\infty} \frac{i^{-n}}{\mu_n} s_n \Phi_n(cp). \tag{2.5.3}
\]

Therefore, we can choose at will \( S(x) \) for \( |x| \leq c/2 \). Equation (2.5.3) gives us the pupil that produces the wanted response. Of course, we have no control about the behavior of \( S(x) \) for \( |x| > c/2 \) and this is where again high sidelobes make their appearance. Note that the useful interval for the object to be correctly imaged is \([-c/4, c/4]\). We add that a similar approach can be used for a closely related problem in antenna theory, namely, to find the line source that best approximates a specified radiation pattern \([759]\). Furthermore, the PSWF offer an analytical solution \([828]\) to the complementary optical problem of apodization, i.e., suppression of the sidelobes of the impulse response.

In spite of their conceptual simplicity, SRP are difficult to use except for few cases \([234, 110, 384]\). The main reasons for this are the following. First, the pupil must be realized with high precision because even small errors can divert light from the outer sidelobes into the central region, thus disturbing the image. Second, the pupil is inefficient from the energetic point of view because much of the energy collected by the pupil is thrown into the outer regions of the image. Third, the pupil lacks flexibility. It would be useful in fact to be able to change the amount of and the consequent energy of the outer sidelobes when different levels of noise are to be faced. Of course, is for a fixed An alternative is to simulate the effect of the SRP the obtained with a clear pupil. We can understand that in order to simulate the effect of the SRP we can convolve the the clear pupil with the response. In the Fourier in this amounts to the to simulate the presence of the SRP in the formation process. In this way, the response of the SRP can be at will 360]. This type of with the one seen in subsec-
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1.1,1.1\text{]. These choose X±1 X±2 = ±3 X±4 = ±LL. The function found on solving the problem is drawn in Fig. 2.11 where \( \text{sinc}(x) \) is also given for the sake of comparison. It is seen that the resolution is increased by a factor of 2. The values of \( S(n) \) \( (n = 0, 1, \ldots, 4) \) turn out to be \( S(0) = 1; S(1) = -0.101692; S(2) = 390.289; S(3) = 4522.14; S(4) = 6530.01 \). It is clear from the high values of \( S(n) \) for \( |n| > 1 \) that the impulse response drastically increases outside the interval \([-1.1, 1.1]\). These external sidelobes are the price to be paid for obtaining superresolution. To prevent the sidelobes from blurring the image, the object must have a finite extent equal to half the interval on which \( S(x) \) has been kept under control (this is to say an extent 1.1 in our example). Therefore, the use of SRP requires the prior knowledge that the object vanishes outside a certain interval. As an empirical result, one finds that when the useful interval is increased and/or the width of the central core of \( S(x) \) is decreased, the outer sidelobes become higher and higher. The design of SRP belongs to the general problem of approximating, on a given interval, an arbitrary function by means of a band-limited function \([809]\). A systematic approach can be based on the use of the PSWF \([308, 309]\). Suppose that we want \( S(x) \) to have a prescribed form in \([-c/2, c/2]\). In such an interval, \( S(x) \) can be expanded into the PSWF series

\[
S(x) = \sum_{n=0}^{\infty} s_n \Phi_n(x) \quad \left\{ s_n = \int_{-c/2}^{c/2} S(x) \Phi_n(x) \, dx \right\}. \tag{2.5.2}
\]

Replace now the truncated \( \Phi_n \) by their extended version. This gives rise to a function that coincides with \( S(x) \) for \( |x| \leq c/2 \) and is band-limited. Using Eq. (2.4.14), we immediately find that the required pupil function, say \( S(p) \), is

\[
S(p) = \sqrt{c} \text{rect}(p) \sum_{n=0}^{\infty} \frac{i^{-n}}{\mu_n} s_n \Phi_n(cp). \tag{2.5.3}
\]

Therefore, we can choose at will \( S(x) \) for \( |x| \leq c/2 \). Equation (2.5.3) gives us the pupil that produces the wanted response. Of course, we have no control about the behavior of \( S(x) \) for \( |x| > c/2 \) and this is where again high sidelobes make their appearance. Note that the useful interval for the object to be correctly imaged is \([-c/4, c/4]\). We add that a similar approach can be used for a closely related problem in antenna theory, namely, to find the line source that best approximates a specified radiation pattern \([759]\). Furthermore, the PSWF offer an analytical solution \([828]\) to the complementary optical problem of apodization, i.e., suppression of the sidelobes of the impulse response.

In spite of their conceptual simplicity, SRP are difficult to use except for few cases \([234, 110, 384]\). The main reasons for this are the following. First, the pupil must be realized with high precision because even small errors can divert light from the outer sidelobes into the central region, thus disturbing the image. Second, the pupil is inefficient from the energetic point of view because much of the energy collected by the pupil is thrown into the outer regions of the image. Third, the pupil lacks flexibility. It would be useful in fact to be able to change the amount of and the consequent energy of the outer sidelobes when different levels of noise are to be faced. Of course, is for a fixed An alternative is to simulate the effect of the SRP the obtained with a clear pupil. We can understand that in order to simulate the effect of the SRP we can convolve the the clear pupil with the response. In the Fourier in this amounts to the to simulate the presence of the SRP in the formation process. In this way, the response of the SRP can be at will 360]. Comparing this type of postprocessing with the one seen in subsection 2.4.3, we note that in both cases the image is acted on by an integral operator, the main difference being that \( S(x) \) acts as a convolution kernel, whereas \( R_N(x, y) \) is shift-variant.

### 2.5.1 Singular Value Analysis

As we shall see later, the eigenfunction technique exemplified by the use of the PSWF can be extended in several directions. Nonetheless, it cannot be applied when the input and the output of our linear system belong to different functional spaces. In this case, a generalization is given by the singular value analysis that we shall briefly sketch here \([9, 80, 75, 76]\). Let us consider the following linear operator \( A \):

\[
(Af)(x) = \int f(y) H(x, y) dy. \tag{2.5.4}
\]

where the integration limits and the definition range for \( x \) are given when the kernel \( H(x, y) \) is specified. We also consider the adjoint operator \( A^+ \) defined by

\[
(A^+ h)(x) = \int h(y) H^*(y, x) dy. \tag{2.5.5}
\]

where the asterisk denotes the complex conjugate. We assume \( H(x, y) \) to satisfy the condition

\[
\int \int |H(x, y)|^2 dx dy < \infty. \tag{2.5.6}
\]

Then, the operators \( A^+ A \) and \( A A^+ \) possess a discrete set of eigenfunctions \( u_n \) and \( v_n \), respectively, corresponding to the same set of non-negative
eigenvalues $\alpha_n^2$. The eigensystems are to be found by solving the equations
\[
(A^+ A u_n)(x) = \alpha_n^2 u_n(x) \quad (n = 0, 1, \ldots),
\]
\[
(A A^+ v_n)(x) = \alpha_n^2 v_n(x) \quad (n = 0, 1, \ldots).
\]  
(2.5.7)
The functions $u_n$, $v_n$ are the singular functions of the operator $A$ and the (real non-negative) numbers $\alpha_n$ are the corresponding singular values. The action of $A (A^+)$ on $u_n$ ($v_n$) is the following:
\[
(A u_n)(x) = \alpha_n u_n(x) \quad (n = 0, 1, \ldots),
\]
\[
(A^+ v_n)(x) = \alpha_n v_n(x) \quad (n = 0, 1, \ldots).
\]  
(2.5.8)
(2.5.9)

Suppose now that the equation
\[
g(x) = (Af)x
\]  
(2.5.10)
is to be solved. In general, the following expansion holds:
\[
f(x) = \sum_{n=0}^{\infty} \alpha_n u_n(x) + r(x).
\]  
(2.5.11)
where $r(x)$ belongs to the null space of $A$. In addition, $g(x)$ admits the expansion
\[
g(x) = \sum_{n=0}^{\infty} b_n v_n(x).
\]  
(2.5.12)

On inserting (2.5.11) into (2.5.10) and taking into account Eqs. (2.5.8) and (2.5.12) one finds
\[
b_n = \alpha_n a_n \quad (n = 0, 1, \ldots).
\]  
(2.5.13)

Equations (2.5.11)–(2.5.13) are similar to Eqs. (2.4.18)–(2.4.20). The eigenvalues are replaced by the singular values and two different sets of functions $u_n$, $v_n$ are used. In addition, depending on the properties of $A$, a part of $f(x)$, namely, $r(x)$, can be irretrievably lost.

We shall now give two examples of applications of this technique to the recovery problem discussed earlier. We saw that the image formation can be thought of as a two-step process. In each of them, a finite support function is Fourier transformed and the FT is given on a finite interval. Let us consider the problem of recovering the function starting from the knowledge of a portion of its FT. This occurs, for example, if we detect the object spectrum across the pupil, either directly or through inverse Fourier transformation of the field distribution all across the image axis. The task is equivalent to extrapolating the spectrum outside the pupil. Reversing roles, we can say that we want to extrapolate a function whose FT is known to vanish outside a finite interval. This is the present

\[
(Af)(p) = \int_{-c/2}^{c/2} f(y)e^{-2\pi iyp}dy \quad \text{for } |p| \leq 1/2.
\]  
(2.5.14)
whose adjoint is written
\[
(A^+ q)(x) = \int_{-1/2}^{1/2} q(t)e^{2\pi ixt}dt \quad \text{for } |x| \leq c/2.
\]  
(2.5.15)

It is easily seen that the operators $A^+ A$ and $AA^+$ are
\[
(A^+ Af)(x) = \int_{-c/2}^{c/2} f(y)\text{sinc}(x-y)dy \quad \text{for } |x| \leq c/2.
\]  
(2.5.16)
\[
(AA^+ q)(p) = \int_{-1/2}^{1/2} q(t)\text{sinc}[c(p-t)]dt \quad \text{for } |p| \leq 1/2.
\]  
(2.5.17)

Except for a scale factor, the two integral operators are identical to the one entering Eq. (2.4.9). As a consequence, both sets of singular functions reduce to the set of PSWF. The singular values $\alpha_n$ equal $\sqrt{\mu_n}$ (see Eqs. (2.4.13) and (2.5.8)). Because of the completeness properties of the PSWF, a perfect recovery would be possible in the noiseless case. The recovery of the $\alpha_n$ in the presence of noise could be examined along the same lines discussed with reference to (2.4.20). It is clear, however, that the substitution of the $\mu_n$ with the $\alpha_n$ is an advantage because $\alpha_n > \mu_n$.

The same scheme can be applied to scanning instruments. Suppose that at a certain time the object is illuminated by a field distribution whose shape we denote by $P(x)$ and imaged by an optical system with impulse response $H(x,y)$. The field emerging from the object can be expressed as the product of the dimensionless illuminating profile $P(x)$ times the field $f(x)$ that the object would emit if it were illuminated by an orthogonal plane wave of unit amplitude. The image field $g(x)$ can be expressed through the action $f(x)$ of a suitable operator $A$ defined as follows:
\[
g(x) = (Af)(x) = \int_{-\infty}^{\infty} P(y)f(y)H(x,y)dy. \quad (-\infty < x < \infty)
\]  
(2.5.18)
It is seen that Eq. (2.5.18) generalizes the previous case (see, e.g., Eq. (2.4.1)). In particular, when $P(y) = \text{rect}(y/c)$ and $H(x,y) = \text{sinc}(x-y)$ we come back to Eq. (2.4.6) except that now $x$ can vary on the whole axis.

In order to find what information about the object $f(x)$ can be obtained, some features of $A$ are to be studied. It may well happen that $A$ is not injective. In physical terms, this means that the object can be split into
the sum of a transmittable part and one part that gives no image. The recovery problem then refers to the transmittable part only. A simple case is the one where both \( H \) and \( f \) are sinc functions with the same width. This occurs when the same low-pass optical system is used both to illuminate and to image the object [76]. The singular system can be found in closed form [359]. Once again, the sampling theorem appears in the analysis. In fact, it turns out that the transmittable part of the object can be obtained by sampling it and deleting certain samples. In addition, for confocal scanning microscopy, an analytic inversion formula can be found starting from a sampling expansion of the image.

### 2.5.2 INCOHERENT IMAGING

As we said at the beginning of the present section, when the object radiates quasi-monochromatic spatially incoherent light, the image formation law involves optical intensities. For the one-dimensional case with a clear pupil extending from \(-p_M\) to \(p_M\), the law can be written

\[
g(x) = 2p_M \int_{-\infty}^{\infty} f(y) \text{sinc}^2[2p_M(x - y)] dy, \tag{2.5.19}
\]

where \( f(x) \) and \( g(x) \) are the optical intensity distributions across the object and the image, respectively. The proportionality factor in front of the integral is such that a maximum value of one is attained by the incoherent transfer function (also called the optical transfer function [339]). The latter, say \( H(p) \), is proportional to the autocorrelation of the actual pupil. In the present case, we have

\[
H(p) = \left[ 1 - \frac{|p|}{2p_M} \right] \text{rect} \left[ \frac{p}{4p_M} \right]. \tag{2.5.20}
\]

The analysis carried out earlier could now be rephrased for incoherent imaging. However, there are certain differences that deserve attention. First, the bandwidth is twice the one pertaining to coherent imaging, although the comparison is to be made with some caution because now the transfer function refers to the spatial frequencies of the object intensity instead of the object field. In addition, the incoherent transfer function is not flat within the band of frequencies accepted by the system. This suggests that an image enhancement could be obtained by restoring to the correct weight the frequency components inside the bandwidth of the system. Let us give a simple example of this inverse filtering process. Figure 2.12 represents the image of two point-like (mutually incoherent) sources of equal weight centered at \( \pm 0.41/(2p_M) \). The unit on the horizontal axis equals \( 1/(2p_M) \). Clearly, the two sources are not resolved. We now filter the spectrum of this image so as to produce an equivalent transfer function that is flat in

\((-2p_M, 2p_M)^4\). This amounts to replacing the original \( \text{sinc}^2(2p_Mx) \) impulse response by \( \text{sinc}(4p_Mx) \). The resulting corrected image is given in Fig. 2.13. Two resolved sources can be recognized (at least, if we know that either one or two sources are present, see subsection 2.4.1). Yet, the image shows some artifacts consisting of spurious oscillations. The main remark is that negative sidelobes are present, a feature inconsistent with the physical meaning of the function as an optical intensity.

![Figure 2.12: Image distribution of two point-like mutually incoherent sources.](image1)

![Figure 2.13: Image distribution of Fig. 2.12 after filtering.](image2)

Here, we encounter a basic constraint about the solutions of inverse problems relating to incoherent imaging. Being an intensity, the solution must

\(^4\)Even in the noiseless case, the inverse filtering has to exclude the points \( p = \pm 2p_M \) where \( H(p) \) vanishes.
be non-negative. The role of this constraint also appears clearly when we apply the sampling theory to the present problem. The function \( g(x) \) as expressed by Eq. (2.5.19) is band-limited and can be written as the sampling expansion

\[
    g(x) = \sum_{n=-\infty}^{\infty} g \left[ x_0 + \frac{n}{4p_M} \right] \text{sinc}[4p_M(x - x_0) - n].
\]

where \( x_0 \) is an arbitrary shift. At first sight, this looks similar to Eq. (2.4.4) except for the doubling of the bandwidth. We can again say that the image is completely determined by a set of its samples taken at the Nyquist rate \( 1/(4p_M) \). Yet, the samples are no longer independent from one another because they have to produce a superposition where the negative lobes of the sinc functions are everywhere compensated by positive contributions. We add that the problem of sampling non-negative functions is related to the so-called phase problem [688, 936, 496, 32, 292, 260, 671].

The present imaging process could be examined through the eigenfunction technique. Although the eigenfunctions and the eigenvalues are not analytically known, they can be computed numerically [73, 345, 362]. In particular, it turns out that the eigenvalues, say \( \mu_n \), are approximately given by \( \mu_n = [1-n/(8\pi MP_M)] \), up to values of \( n \) smaller than \( 8\pi MP_M \). For greater values of \( n \), the eigenvalues are extremely small. This again agrees with the Szegö's theorem which connects the sampling and the eigenfunction approaches.

Superresolution techniques quite similar to the ones already discussed for the coherent case can be applied to incoherent imaging. Furthermore, the positivity constraint can be included in the superresolving algorithms [310, 406, 408].

It is to be noted that the comparison between coherent and incoherent imaging is not an immediate one. In the first case, one deals primarily with field quantities, whereas in the second case intensities are the basic quantities [339, 342]. In addition, noise effects are different [205, 206].

### 2.6 Fresnel Sampling

We have seen the essential role played by the FT in the description of imaging processes. Nevertheless, most optical propagation phenomena are to be described by means of another transformation, namely, the Fresnel transform. This is a linear transformation depending on one real parameter \( \alpha \). For a function \( f(x) \), the \( \alpha \)-Fresnel transform to be denoted by \( \mathcal{E}_\alpha \{ f \}(x) \) or \( \tilde{f}_\alpha \), is [348]

\[
    \mathcal{E}_\alpha \{ f \}(x) = \tilde{f}_\alpha(x) = \sqrt{-i\alpha} \int_{-\infty}^{\infty} f(\xi)e^{i\pi \alpha(x-\xi)^2} d\xi. \tag{2.6.1}
\]

The inversion formula reads

\[
    f(\xi) = \sqrt{i\alpha} \int_{-\infty}^{\infty} \tilde{f}_\alpha(x)e^{-i\pi \alpha(x-\xi)^2} dx, \tag{2.6.2}
\]

so that inverse transform simply equals the Fresnel transform of parameter \( -\alpha \).

The extension to the two-dimensional case is straightforward. The connection between the Fresnel transform and the Fresnel or paraxial approximation of physical optics is immediately seen from the diffraction integral [339, 106]

\[
    V_z(x, y) = -\frac{ie^{ikz}}{\lambda z} \int \int V_0(\xi, \eta)e^{i\frac{k}{\lambda z}(x-\xi)^2 + i(y-\eta)^2} d\xi d\eta. \tag{2.6.3}
\]

where \( V_0 \) and \( V_z \) are the (coherent) field distributions across the planes \( z = 0 \) and \( z = \text{const.} > 0 \), respectively. Except for the factor \( \exp(ikz) \), we see that \( V_z \) is the two-dimensional Fresnel transform of \( V_0 \) with parameter

\[
    \alpha = \frac{1}{\lambda z}. \tag{2.6.4}
\]

because \( k = 2\pi/\lambda \).

A function \( f(x) \) is said to be \( \alpha \)-Fresnel limited (shorthand: \( \alpha \)-FL) if \( \tilde{f}_\alpha(x) \) vanishes outside some finite interval, say \([-x_0, x_0]\). Functions of this type
possess several properties. For example, it can be proved that an \( \alpha \)-Fresnel function cannot be \( \beta \)-Fresnel also if \( \alpha \neq \beta \), nor can it be band-limited in the Fourier sense. In addition, an \( \alpha \)-Fresnel function cannot be purely real. For an \( \alpha \)-Fresnel function the following sampling expansion holds [348]:

\[
\begin{align*}
  f(x) &= e^{-\pi \alpha x^2} \sum_{n=-\infty}^{\infty} f\left(\frac{n}{2(\alpha|x_0|)}\right) e^{-\pi \alpha \left|\frac{n}{2(\alpha|x_0|)}\right|^2} \\
  &\quad \times \sin(c(2\alpha|x_0| - n)).
\end{align*}
\]  

Conversely, if a function \( f(x) \) vanishes outside a finite interval, say \([-x_M, x_M]\), then its \( \alpha \)-Fresnel transform can be expressed as follows:

\[
\begin{align*}
  \hat{f}_\alpha(x) &= e^{\pi \alpha x^2} \sum_{n=-\infty}^{\infty} \hat{f}_\alpha\left(\frac{n}{2(\alpha|x_M|)}\right) e^{-\pi \alpha \left|\frac{n}{2(\alpha|x_M|)}\right|^2} \\
  &\quad \times \sin(c(2\alpha|x_M| - n)).
\end{align*}
\]  

The symmetry between Eqs. (2.6.5) and (2.6.6) is due to the fact that the inverse \( \alpha \)-Fresnel transform is simply obtained by changing \( \alpha \) into \(-\alpha\).

Let us see the optical significance of these results, limiting ourselves to the one-dimensional case. We assume \( f(x) \) to be a coherent field distribution with finite support \([-x_M, x_M]\) emerging from a plane \( z = 0 \). From the one-dimensional analog of Eq. (2.6.3) we see that the field distribution across a plane \( z = \text{const.} > 0 \) is given, up to a phase term \( e^{ikz} \), by \( \hat{f}_\alpha(x) \) where \( \alpha \) is specified by Eq. (2.6.4). By virtue of Eq. (2.6.6), the propagated field is completely determined by its samples spaced at a distance \( \lambda z/(2x_M) \) from one another. Such a distance grows linearly with \( z \) and this gives a measure of how the information density varies on free propagation.

In the case of FT, sampling a function produces an infinite set of replicas of the spectrum. In optical terms, if we cover with a grating a coherently radiating object put in the front focal plane of a converging lens, we obtain an array of copies of the object spectrum in the back focal plane. We can ask whether anything similar can be observed in Fresnel optics.

In order to answer the previous question it is useful to give an alternative representation of the samples of \( \hat{f}_\alpha \). Let us introduce the function

\[
h(x) = f(x)e^{\pi \alpha x^2},
\]

whose Fourier series expansion in \([-x_M, x_M]\) reads

\[
h(x) = \sum_{m=-\infty}^{\infty} h_m e^{\pi i m x_M}.
\]

where

\[
h_m = \frac{1}{2x_M} \int_{-x_M}^{x_M} f(x)e^{\pi \alpha x^2 - \pi i m x_M} dx.
\]

2. Sampling in Optics

It is easily seen that the samples of \( \hat{f}_\alpha \) can be given the form

\[
\hat{f}_\alpha\left(\frac{n}{2|\alpha|x_M}\right) = 2x_M \sqrt{-i \alpha} e^{-\frac{\pi n^2}{2x_M^2}} h_n.
\]

In particular, suppose that \( \alpha \) satisfies the condition

\[
\frac{1}{4|\alpha|^2 x_M^2} = 2r \quad (r: \text{integer}).
\]

In this case, the samples \( \hat{f}_\alpha \) are proportional to the Fourier coefficients of \( h(x) \). Because of Eq. (2.6.4), a set of planes exists

\[
z_r = \frac{8r x_M^2}{\lambda} \quad (r: \text{integer}),
\]

where Eq. (2.6.10) is satisfied. Let us put an ideal sampling mask in any of these planes. Disregarding the unessential factor \( \exp(ikz) \), the field emerging from the mask can be approximated by a function, say \( s(x) \), of the form

\[
s(x) = \sum_{n=-\infty}^{\infty} \hat{f}_\alpha\left(\frac{n}{2|\alpha|x_M}\right) \delta\left(x - \frac{n}{2|\alpha|x_M}\right)
\]

\[
= 2x_M \sqrt{-i \alpha} \sum_{n=-\infty}^{\infty} h_n \delta\left(x - \frac{n}{2|\alpha|x_M}\right).
\]

The field produced across a typical plane \( z = \text{const.} > 0 \) at a distance \( D \) beyond the mask can be evaluated, up to a phase term \( \exp(iDkz) \), as the \( \beta \)-Fresnel transform of \( s(x) \) with \( \beta = 1/(\lambda D) \). We find without difficulty

\[
\hat{s}_\beta(x) = 2x_m \sqrt{-\alpha \beta} e^{\pi i (\beta x^2)} \sum_{n=-\infty}^{\infty} h_n e^{\pi i (\beta \frac{n^2}{2x_M^2})} e^{-\pi i (\beta \frac{n^2}{2x_M^2})}.
\]

It is seen that the series in Eq. (2.6.13) gives a periodic function. Now, it is possible to choose \( D \) and hence \( \beta \) in such a way that

\[
\frac{\beta}{(2\alpha x_M)^2} = \frac{1}{\lambda D (2\alpha x_M)^2} = 2q \quad (q: \text{integer}).
\]

On inserting Eqs. (2.6.10) and (2.6.14) into Eq. (2.6.13) we obtain

\[
\hat{s}_\beta(x) = \frac{1}{4rx_M} \sum_{n=-\infty}^{\infty} h_n e^{-2 \pi m n \lambda D}.
\]

where

\[
P = \frac{r}{q} \quad (r, q: \text{integers}).
\]
The series in (2.6.15) represents the periodic repetition of a magnified or demagnified version of \( h(-x) \) depending on whether \( r \) is greater or smaller than \( q \). If we consider the intensity distribution, the phase front in front of the series cancels out. Using Eq. (2.6.7), we conclude that multiple images are formed of the original object intensity \( |f(x)|^2 \).

The above phenomenon is somehow connected to the self-imaging of periodic objects, or Talbot effect [909, 659, 555, 140, 677, 499, 417]. Let \( f(x) \) be periodic. To facilitate comparison with the previous case, we denote the period by \( 2x_M \). The Fourier series expansion of \( f(x) \) is of the form

\[
f(x) = \sum_{n=-\infty}^{\infty} f_n e^{i\pi nx_M},
\]

\[
f_n = \frac{1}{2x_M} \int_{-x_M}^{x_M} f(x) e^{i\pi nx_M} dx.
\]  

(2.6.17)

The \( \alpha \)-Fresnel transform of \( f(x) \) turns out to be

\[
\hat{f}_\alpha(x) = \sum_{n=-\infty}^{\infty} f_n e^{-\frac{\pi i - a^2}{4\alpha^2 x_M^2}} e^{i\pi nx_M}. 
\]

(2.6.18)

If condition (2.6.10) is satisfied, Eq. (2.6.18) becomes identical to the series expansion (2.6.17). Accordingly, at any plane satisfying Eq. (2.6.11), the same field distribution is found (except for the \( \exp(ikz) \) term) as at the \( z = 0 \) plane.

The effects described so far are among the simplest of a rather large class of multiple image production and reproduction phenomena in Fresnel optics. In fact, one can observe a lot of similar phenomena, e.g., the Lau effect, passing from coherently to incoherently radiating objects [42, 421, 347, 884, 885, 887]. For a complete review the reader is referred to [716].

Finally, we note that an extension of the PSWF to Fresnel transform problems can be made [349]. This can be of help when dealing with Fresnel propagation phenomena.

### 2.7 Exponential Sampling

In several optical problems, the Mellin transform is of interest. Different definitions of this transform are used in the optical literature depending on the problem to be treated. We shall now dwell a bit on these definitions and on the related sampling theorems. Further, we shall point out the classes of problems where these notions come in handy.

A first definition of the Mellin transform [111, 194], say \( f_M(P) \) or \( [Mf(x)](p) \), of a function \( f(x) \) defined in \([0, \infty)\) is the following:

\[
f_M(p) = [Mf(x)](p) = \int_0^\infty f(x) e^{-2\pi ip} \frac{dx}{x}. 
\]

(2.7.1)
(a > 1) \( f(x) \) horizontally, the semilogarithmic plot is simply shifted to the right or to the left by a quantity proportional to \( |\ln(a)| \), respectively. This is shown in Figs. 2.16 and 2.17 which refer to the same triangular function as Figs. 2.14 and 2.15, with a factor \( a = 0.2 \).

The second operation implied by Eq. (2.7.2) is simply a FT. In view of the properties of the first operation, the overall effect of a horizontal magnification of \( f(x) \) on its Mellin transform is multiplication by a phase term. More precisely, we have

\[
[Mf(ax)](p) = a^{2\pi ip}[Mf(x)](p). \tag{2.7.3}
\]

This property is of interest in optical processing [194], for example for pattern recognition, when a certain shape is to be recognized regardless of the scale factor.

Using Eq. (2.7.2) together with the Fourier inversion formula, we obtain

\[
f(x) = \int_{-\infty}^{\infty} f_M(p) x^{2\pi ip} dp. \tag{2.7.4}
\]

as the Mellin inversion formula.

Suppose that a function \( f(x) \) is Mellin band-limited, in the sense that \( f_M(p) \) vanishes for \( |p| \geq p_M \). Then, we see from Eq. (2.7.2) that \( f(\exp(t)) \) is band-limited in the ordinary, Fourier sense. Accordingly, we can write an expansion of the form (2.4.4)

\[
f(e^t) = \sum_{n=-\infty}^{\infty} f(e^{\frac{2\pi in}{p_M}}) \text{sinc}(2p_M t - n). \tag{2.7.5}
\]

where, for the sake of simplicity, the origin shift has been omitted. Written in terms of the original variable, Eq. (2.7.5) becomes

\[
f(x) = \sum_{n=-\infty}^{\infty} f(e^{\frac{2\pi in}{p_M}}) \text{sinc}(2p_M \ln(x) - n). \tag{2.7.6}
\]

This constitutes the sampling expansion for Mellin band-limited functions. Note that the samples are not equally spaced. Instead, the ratio between the positions of adjacent samples is a constant and a resolution ratio \( \exp[1/(2p_M)] \) can be introduced. Roughly speaking, we can say that in a Mellin band-limited function independent pieces of information tend to accumulate near the origin. To underline this peculiar distribution of samples one speaks of exponential sampling [697].

We shall now introduce a different definition of Mellin transform which is useful for many problems [81]. Let us denote by \( \tilde{f}(p) \) this alternative form of the Mellin transform of \( f(x) \):

\[
\tilde{f}(p) = \int_{0}^{\infty} f(x)x^{-2\pi ip} \frac{dx}{\sqrt{x}}. \tag{2.7.7}
\]

Using again the change of variable \( x = \exp(t) \), Eq. (2.7.7) becomes

\[
\tilde{f}(p) = \int_{-\infty}^{\infty} f(e^t)e^{t/2} e^{-2\pi ip t} dt. \tag{2.7.8}
\]

In addition to the passage from \( f(x) \) to \( f(\exp(t)) \), the present definition of Mellin transform implies multiplication by \( \exp(t/2) \). After that, a FT is performed. It is easily seen that the new definition preserves the property

![Figure 2.16: Plot of the triangle function in Fig. 2.14, scaled with a factor \( a = 0.2 \).](image)

![Figure 2.17: Plot of the triangle function in Fig. 2.15, scaled with a factor \( a = 0.2 \).](image)
expressed by Eq. (2.7.3) except that now the right-hand side has to be divided by $\sqrt{a}$. The inversion formula now becomes

$$f(x) = \frac{1}{\sqrt{a}} \left[ \frac{\Gamma(x)}{\pi} \right]^{1/2} \int_{-\infty}^{\infty} \hat{f}(p) \frac{x}{\pi p} \sin[2p \ln(x) - n].$$

(2.7.10)

The Mellin transform is the basic tool for solving integral equations of the form

$$g(x) = \int_0^\infty K(xy) f(y) dy,$$

(2.7.11)

where $f(x)$ is to be recovered starting from the knowledge of $K(xy)$ and $g(x)$. If we perform a Mellin transform of $g(x)$, we have from Eqs. (2.7.7) and (2.7.11)

$$\tilde{g}(p) = \int_0^\infty g(x) x^{-2\pi p} dx = \int_0^\infty f(y) dy \int_0^\infty K(xy) x^{-2\pi p} dx \frac{dy}{\sqrt{y}}.$$ (2.7.12)

where the integration order has been interchanged. With the change of variable $xy = t$, Eq. (2.7.12) becomes

$$\tilde{g}(p) = \int_0^\infty f(y) y^{2\pi p} dy \int_0^\infty K(t) t^{-2\pi p} dt = \frac{\tilde{f}(p)}{K(-p)}.$$ (2.7.13)

We see from Eq. (2.7.13) that the action of the integral operator (2.7.11) on $f(x)$ is equivalent to a filtering of its Mellin transform. A comparison with Eq. (2.4.2) shows that for product kernels $K(xy)$ the Mellin transform plays the same type of role as the FT for convolution kernels.

As a simple example of the occurrence of (2.7.11) in optics, let us consider a transparent medium in which opaque spherical particles with various diameters are suspended. This system is illuminated by collimated coherent light and the far-field intensity distribution is observed. The contribution given by a single particle with radius $a$ can be approximately evaluated as the Fraunhofer diffraction pattern of a disk with the same radius. We assume that the particles are wandering through the medium and that the far-field intensity is averaged over a large time interval. Therefore, interference effects among the fields diffracted from different particles cancel out and the various diffraction patterns add to one another on an intensity basis. Because of Babinet's principle, at any point of the far-field except the origin the single contribution has the same shape as the intensity in the well-known Airy pattern [106], i.e.

$$\pi^2 a^4 \left[ \frac{2 J_1(ka \vartheta)}{ka \vartheta} \right]^2,$$ (2.7.14)

where $\vartheta$ is the (supposedly small) scattering angle and $J_1$ is the Bessel function of the first kind and order one. If the particle radii are distributed according to a certain (unknown) function $r(a)$, the total intensity is

$$I(\vartheta) = I_0 \int_0^\infty \left[ \frac{J_1^2(ka \vartheta)}{ka \vartheta} \right] a^4 r(a) da.$$ (2.7.15)

where $I_0$ is a constant. Eq. (2.7.15) is of the form (2.7.11) with $f(y)$ and $g(x)$ replaced by $a^4 r(a)$ and $I(\vartheta)$, respectively. The kernel $K$ is given by the terms within square brackets multiplied by $I_0$. Equation (2.7.15) is to be solved in order to find the particle size distribution $r(a)$ [945].

Other examples include polydispercity analysis by photon correlation spectroscopy [697], aerosol size distribution analysis [935] and laser velocimetry [237].

Depending on the problem at hand, the solution of Eq. (2.7.11) can be sought by various methods. The deceptively simplest method is, of course, inverse filtering leading to

$$\hat{f}(p) = \frac{\tilde{g}(p)}{K(-p)}.$$ (2.7.16)

for those values of $p$ where $K(-p)$ is different from zero. However, in most cases, $K(p)$ is likely to be extremely small for certain ranges of $p$ values thus producing error amplification when Eq. (2.7.16) is applied to noisy data. Furthermore, in many cases, $K(p)$ vanishes outside a finite interval $[-p_M, p_M]$. The solution of Eq. (2.7.11) then requires a discussion somewhat similar to the one connected to imaging through convolution kernels (see Sec. 2.4), including the use of sampling theorems and singular functions. For more information, the reader is referred to [81, 82].

Here and in the previous sections, we have seen examples of linear transforms applied to optical problems. Other transforms are of interest in optics, for example, Abel, Hankel, Hartley, Hilbert, Laplace and Radon transforms [111, 112, 387, 422, 704]. A general sampling theorem [582] applies to any linear transform whenever the function to be transformed is Fourier band-limited, say in $[-p_M, p_M]$. Let us express the linear operator in the...
a known factor. Thus, the integral in Eq. (2.8.2) depends on $r_1$ and $r_2$ only through their difference. This has given rise to synthesis techniques for sampling partially coherent fields [352, 354, 340, 783, 273, 99]. Let us give an elementary one-dimensional example assuming a source width $2x_M$. We can sample $W_D$ at $x_2 - x_1 = n\Delta x$ ($n = 0, 1, 2, 3$) where

$$\Delta x = \frac{\lambda M}{2x_M}. \tag{2.8.3}$$

Let us consider a linear array of four equally spaced points at a distance $\Delta x$ from each other, as in Fig. 2.18. Assuming $W_D$ can be measured at any pair of points of the array, we obtain four samples corresponding to $n = 0, 1, 2, 3$. However, the array is a redundant one because the distance $x_2 - x_1 = \Delta x$ can be obtained with $4 - n$ different pairs ($n = 0, 1, 2, 3$). The array of Fig. 2.18 eliminates the redundancy (except, of course, for $n = 0$) and furnishes samples of $W_D$ up to $n = 6$ using the same number of elements. It is easy to imagine that in the two-dimensional case similar synthesis procedures can be applied leading to arrays where the number of distinct pairs afforded by $N$ point-like elements grows like $N^2$. Such techniques have found wide application in radioaстрonomy [334, 229].

2.8 Partially Coherent Fields

The flow of information in a partially coherent field is to be described by means of the correlation functions. The easiest way to do this is to work in the space-frequency domain where, for each temporal frequency, the spatial correlation properties of the field are accounted for by the cross-spectral density [569]. It has been shown [962] that for virtually any source the cross-spectral density $W(R_1, R_2, \nu)$ at two space points with radius vectors $R_1$ and $R_2$ can be expressed as the average

$$W(R_1, R_2, \nu) = \langle \nu(V^*(R_1, \nu)V(R_2, \nu)) \rangle \tag{2.8.1}$$

on an ensemble of realizations of monochromatic fields at the temporal frequency $\nu$. Most features of the partially coherent field can then be traced back to features of the underlying monochromatic fields. Therefore, it is not surprising that sampling theory plays a role in coherence theory.

The best known partially coherent fields are the ones produced by spatially incoherent plane sources. Let us denote by $I_0(p, \nu)$ the optical intensity at frequency $\nu$ in a typical source point with radius vector $p$ (in the source plane). The cross-spectral density $W_D(r_1, r_2, \nu)$ at two points possessing radius vectors $r_1$ and $r_2$ in a plane parallel to the source plane at a distance $D$ from it, is given by the van Cittert-Zernike theorem [106]

$$W_D(r_1, r_2, \nu) = \frac{e^{i\frac{\pi}{2}(r_1^2 - r_2^2)}}{D^2} \int I_0(p, \nu) e^{-2\pi i p \cdot (r_1 - r_2)} d^2 p \tag{2.8.2}$$

It is seen that, except for a geometrical factor (which is independent of the source intensity distribution), $W_D$ equals the FT of $I_0(p, \nu)$. Suppose now that $I_0(p, \nu)$ has a finite support. Then, $W_D$ is proportional, through the

\[ e^{i\frac{\pi}{2}(r_1^2 - r_2^2)} \int I_0(p, \nu) e^{-2\pi i p \cdot (r_1 - r_2)} d^2 p \tag{2.8.5} \]
Whatever the form of the average under the integral sign, $W$ is clearly band-limited with its spectrum included in the four-dimensional domain $C \times C$ \[963\]. Hence, $W$ can be determined through a suitable sampling.

An extensive treatment of partially coherent fields along the previous lines was given in \[319\]. Actually, Gamo's work referred to the mutual intensity but most of his results could be easily rephrased in terms of cross-spectral density.

The preceding remarks deal with spatial coherence. At any point in space, the temporal coherence depends on the (temporal) power spectrum at the same point \[106\] through the Wiener-Kintchine theorem. According to that theorem, the temporal autocorrelation function and the power spectrum form a Fourier pair. This is the basis of Fourier spectroscopy where sampling theory has an essential role \[923, 605\].

2.9 Optical Processing

The processing of information by optical means is a very wide subject ranging from old and well-established techniques (e.g., phase-contrast microscopy \[106, 339\]) to rather new and rapidly developing ones (e.g., optical implementation of neural networks). Indeed, several topics dealt with in previous sections can also be encompassed in optical processing.

Sampling theory is a tool of continuous use in this field. As an example, let us consider the production of multiple images of an object illuminated with coherent light \[839, 897\]. In principle, this is easily obtained with the system of Fig. 2.1 putting a suitable sampling mask in the pupil plane. Indeed, if the object has a finite support, the spectrum displayed in the pupil plane is a band-limited function and its sampling produces a multitude of replicas of the image in the output plane. Generally, one would like to produce replicas with one and the same intensity. If the sampling mask is a set of holes (or slits for one-dimensional cases) in an opaque background, replicas of different weights are produced because of the non-zero size of the holes. In fact, the mask behaves as an amplitude grating \[106\] whose diffraction orders are known to be differently weighted. A possible solution is to use a phase sampling mask like a Dammann grating \[241, 916\]. This is a grating whose transmission function jumps between +1 and −1 a number of times in a period. The positions of the transition points can be calculated so as to produce a finite number of diffraction orders of equal weight. As there is no absorption, the efficiency, i.e., the fraction of power directed in the wanted orders, can be very high. Note that a grating of this type can be used as a multiple beam splitter. In addition, phase gratings can be used for spatial filtering purposes \[389\]. Another application of sampling occurs in image subtraction with both coherent and partially coherent light \[332\].

Besides applications of this type, there are countless occurrences of sampling in optical processing. It is worthwhile to review some fundamental reasons for this. To begin with, suppose that we want to measure a certain optical intensity distribution across a plane region. Whatever type of detector we choose, the measurement implies some form of sampling \[287, 412, 143, 411, 199\]. As a typical example let us consider a one-dimensional array of detectors. Each detector has a certain width $\Delta x$ over which it integrates the optical intensity. Let the distance between centers of two adjacent detectors be $x_1$ and let $N_d$ be the number of detectors. The output of the array can be thought of as the result of two processes. First, the optical intensity is convolved with $\text{rect}(x/\Delta x)$. Second, it undergoes a finite sampling. Assuming linearity of the detection process, the relationship between the output signal $s(x)$ and the optical intensity $I(x)$ can be written

$$s(x) = \text{rect} \left( \frac{x}{N_d \Delta x} \right) \sum_{n=-\infty}^{\infty} \delta(x - nx_1) \times \left\{ I(\xi) \ast \text{rect} \left( \frac{\xi}{\Delta x} \right) \right\}(x),$$

(2.9.1)

where proportionality factors have been omitted and the convolution operation is denoted by $\ast$. Let us briefly discuss the effect of this type of sampling. The convolution of $I(x)$ and $\text{rect}(x/\Delta x)$ gives a low-pass filtering of the FT of $I(x)$, say $\hat{I}(p)$. The equivalent transfer function is of the form $\text{sinc}(\Delta x p)$ and gives severe attenuation of spatial frequencies above $1/\Delta x$. As a result, the function that we actually sample is not $I(x)$ but a blurred reproduction of it. Then, there is the sampling effect producing replicas of the filtered version of $\hat{I}(p)$ spaced at a distance $1/x_1$ from one another. This will give rise to aliasing errors. Finally, there is the effect arising from the finite extent of the sampled region. Because of this effect, the set of replicas is convolved with a $\text{sinc}(N_d \Delta x p)$ function. Taking into account these effects and using some prior knowledge about the intensity distribution to be measured, one chooses the above parameters so as to keep errors below an acceptable level.

A peculiar effect, namely, moiré fringes, may be produced by aliasing errors when the intensity distribution to be sampled, for example, a halftone screened image, has an underlying periodic structure. In this case, a double sampling at two different rates can help select frequency components less suffering from aliasing errors thus eliminating moiré fringes \[684, 971\].

Similar remarks apply when it comes to making a permanent record of the intensity distribution by means of a photographic emulsion. The detectors are now silver halide grains. Although they are somewhat different from each other and irregularly distributed within the emulsion, the same description approximately applies with reference to the mean values of grain width and grain distance.

Detection of coherent field distribution follows the same pattern because the lack of phase-sensitive detectors forces us to use as the measurable
quantity the intensity obtained in the interference between the unknown field and a reference field.

Another operation in which sampling is almost invariably present is the spatial modulation of a light wave. Beyond reasons like the periodic repetition of cells with a certain area (as in many spatial light modulators) there is another fundamental motivation. If we want to impart a certain phase distribution to a wavefield, we can use a suitable phase object. On the other hand, this is generally impractical because of the difficulties of realizing arbitrary phase objects. It is much easier to code the phase distribution through an amplitude modulation. This is, of course, the very principle of holography. An early example of this in optical processing is the holographic matched filter of [925] where both the amplitude and the phase distributions of the signal to be processed are modified by the passage through a hologram. In order to isolate the term of interest in the diffracted field from other unwanted terms, off-axis holography is used. This implies an inclined reference beam and this is equivalent to translating the spectrum of the signal to be recorded on a carrier spatial frequency.

Although in some cases holographic filters can be produced in an analogical manner, most frequently they are synthesized with the aid of a computer [552, 554]. The basic layout of a computer-generated hologram is an array of cells. One (complex) value of the function (i.e., an amplitude and a phase value) is coded in each cell by a suitable control of the amplitude transmission function. Typically, a transparent dot is drawn on an opaque background in each cell. The size and the position of the dot account for the amplitude and the phase, respectively, of the sample to be synthesized. What is to be underlined is that this arrangement in a lattice of cells requires the use of sampling theory from the outset. Furthermore, extensions of the sampling theory can be usefully employed. For example, as the samples are approximated by dots of non-zero area, errors occur. They can be eliminated by a suitable predistortion of the function to be synthesized [44].

Computer-generated holography is today a rich topic with a lot of applications. For review papers, the reader is referred to [531, 141].

In ordinary holography, the use of sampling for high-density storage and interferometry was discussed in [197, 198, 242, 361, 914].

A frequently occurring task is the sampling of a two-dimensional function whose spectrum is limited by a circle. Let us say a circle band-limited function. Of course, a sampling lattice with square cells can be used. However, this is a redundant sampling because the alias-free region in the frequency plane is a whole square circumscribed to the required circle. This implies that the sample density is $4/\pi$ times higher than it would be required by the circle area. Better results are obtained if the spectrum replicas produced by the sampling are packed according to a hexagonal geometry. This occurs when a sampling lattice with hexagonal cells is used [721, 648, 669]. The redundancy factor decreases from $4/\pi$ to $2\sqrt{3}/\pi$ but the problem remains of further reducing the redundancy.

A sampling theorem referring explicitly to circle band-limited functions exists [319, 94]. It implies a continuous sampling along suitable circles. Although this theorem is conceptually important for problems like the evaluation of the number of DOF, the practical implementation of circle sampling is not easy. A notable exception occurs when the circle band-limited function is also circularly symmetric. In this case, the problem is actually one-dimensional and we can use the sampling theorem based on the Fourier-Bessel series [701] or on the Dini series [888].

A different way to reduce redundancy has been found in [215] exploiting the mutual dependence of the samples in the redundant case [588]. We shall discuss the basic idea in a simple case.

Let us consider a two-dimensional sampling array with a square cell lattice. The side of the cell equals one. The lattice sites are depicted in Fig. 2.19 as the union of two sets represented by crosses and dots, respectively. The

![FIGURE 2.19: A two-dimensional sampling array with a square cell lattice.](image)

first, called the cross set, is itself a square lattice with side $2\sqrt{2}$ rotated through $\pi/4$ with respect to the $x-$ and $y-$ axes. The second set will be called the dot set.

Suppose that the whole array is used to sample a band-limited function whose spectrum is confined within a circle of radius $1/2$ centered at the origin. This gives rise to a periodic repetition of the spectrum as schema-
2.10 Conclusion

We have been wandering through a number of applications of the sampling theory to optics. Admittedly, the tour is unequally weighted and far from complete. The author hopes that a couple of points are underlined by the present chapter. First: sampling, in one form or another, appears recurrently in optical problems. Second: many new and extended forms of sampling continue to be discovered and deserve further research.
A Multidimensional Extension of Papoulis' Generalized Sampling Expansion with the Application in Minimum Density Sampling

Kwan F. Cheung

This chapter is divided into two parts. In Part I, Papoulis' one-dimensional generalized sampling expansion (GSE) is extended to multidimensional (M-D) band-limited functions. In Part II, using sample decimation, we will utilize the M-D GSE formulation to reduce the sampling density of M-D band-limited functions. The ultimate reduction leads to the minimum sampling density, which is equal to the area of the support of the function's Fourier spectrum. This rate is analogous to the definition of the Nyquist rate for one-dimensional (1-D) band-limited functions.

Part I
A Multidimensional Extension of Papoulis' Generalized Sampling Expansion

3.1 Introduction

The generalized sampling expansion (GSE), initially formulated by Papoulis [707, 706], unifies a broad class of extensions generated from the Shannon sampling theorem [818] under a generalized setting. Consider a 2σ-band-limited function \( f(t) \) (i.e., \( f(t) \) has finite energy and \( F(\nu) = 0 \) for \( |\nu| \geq \sigma \) where \( \sigma \) is measured in Hertz):

\[
F(\nu) = \int_{-\infty}^{\infty} f(t)e^{-j2\pi\nu t} dt.
\]
According to the Shannon sampling theorem, the function is uniquely determined from the sample set \( \{ f(nT) \} \), where \( T_g = 1/2\sigma \) is the Nyquist interval.

In a more general setting, the \( m^{th} \) order \( (m = 1, 2, \ldots) \) is the order of expansion) GSE allows \( f(t) \) to be uniquely determined by \( m \) sample sets: \( \{ g_k(nT_g) \} \) \( \{ \} \) \( k = 0 \) to \( m - 1 \). The signal \( g_k(t) \) is the response of a linear system, \( h_k(t) \), with the input \( f(t) \):

\[
g_k(t) = h_k(t) * f(t). \quad k = 0 \text{ to } m - 1.
\]

The sampling interval \( T \) is equal to \( mT_g \), \( m \) times the Nyquist interval. Thus, every \( g_k(t) \) is sampled at \( 1/m^{th} \) the Nyquist rate. There are \( m \) sample sets. The overall sampling rate is still equal to the Nyquist rate. If \( m = 1 \) and \( H_1(\nu) = 1 \), the conventional Shannon sampling theorem results.

Two extensions that fall under the GSE are interlaced (or bunched) sampling and signal-derivative sampling \([111, 544]\). Both can be formulated as second-order expansions of the 1-D GSE. Interlaced sampling has \( H_1(\nu) = 1 \) and \( H_2(\nu) = e^{j2\pi\alpha} \) \( (0 < \alpha < T) \). Signal-derivative sampling has the same \( H_1(\nu) \) with \( H_2(\nu) = j2\pi\nu \).

Papoulis showed that there exist interpolation functions for each of the two-dimensional cases above. Let \( y_k(t) \) be the interpolation function for the \( k^{th} \) sample set so that \( f(t) \) can be reconstructed. The interpolation formula for reconstructing \( f(t) \) is

\[
f(t) = \sum_{k=0}^{m-1} \sum_{n=-\infty}^{\infty} g_k(nT)y_k(t-nT).
\]

The block diagram representing the \( m^{th} \)-order GSE is depicted in Fig. 3.1. A special contribution of this generalization is that the merit of different sampling extensions can be compared in a common analytical setting. By utilizing the GSE, Cheung and Marks \([210, 212]\) demonstrated that there is a class of sampling theorems which are ill-posed \([590]\). In particular, given the samples are contaminated with noise, the interpolation noise variance is unbounded for these ill-posed sampling theorems.

We will first briefly review the formulation of 1-D GSE.

### 3.2 GSE Formulation

The \( m^{th} \)-order GSE follows from the partitioning of the spectrum \( F(\nu) \). In particular, \( F(\nu) \) is partitioned into \( m \) equal portions. Each partition has an extension of \( c \):

\[
c = \frac{1}{T}.
\]  

\[ (3.2.1) \]

This partitioning of \( F(\nu) \) is shown in Fig. 3.2. The support of the first partition, \( F_0(\nu) \), lies in the region \( (-\sigma, -\sigma + c) \). We denote this region as \( A \). Let \( G_k(\nu) \) be the spectrum corresponding to the sample set \( \{ g_k(nT) \} \). Then for \( k = 0 \) to \( m - 1 \),

\[
G_k(\nu) = c \sum_{i=0}^{m-1} H_k(\nu + ic)\tilde{F}_i(\nu): \quad \nu \in A.
\]  

\[ (3.2.2) \]

where \( \tilde{F}_i(\nu) \) is the \( i^{th} \) partition of \( F(\nu) \) shifted to \( A \):

\[
\tilde{F}_i(\nu) = F_i(\nu + ic): \quad \nu \in A.
\]

Equation (3.2.2) can be put in matrix form as

\[
\tilde{G} = cH\tilde{F}.
\]  

\[ (3.2.3) \]

where \( H \) is a square matrix of dimension \( m \). \( \tilde{G} \) is the vector with entries \( \{ G_k(\nu) \} \) and \( \tilde{F} \) is the vector with entries \( \{ \tilde{F}_i(\nu) \} \). Existence of a solution requires \( H \) to be non-singular in every point of \( A \). If this condition is satisfied, then

\[
\tilde{F} = \frac{1}{c}H^{-1}\tilde{G}.
\]  

\[ (3.2.4) \]

The \( m \) partitions of \( F(\nu) \) are restored in \( A \) as a linear combination of the spectra of the \( m \) sample sets. The \( m \) restored partitions are then shifted to
FIGURE 3.2: A 1-D band-limited function is partitioned into m partitions in the 1-D GSE. The support of each partition has an extension of c.

their respective positions and the spectrum \( F(\nu) \) is reconstructed. Shifting of these partitions in the \( \nu \) domain corresponds to modulation in the \( t \) domain. Specifically,

\[
f(t) = \int_{-\sigma}^{\sigma} F(\nu) e^{j2\pi \nu t} d\nu \\
= \sum_{i=0}^{m-1} \int_{-\sigma+(i+1)c}^{-\sigma+ic} F_i(\nu) e^{j2\pi \nu t} d\nu \\
= \int_{A} \sum_{i=0}^{m-1} \left[ \hat{F}_i(\nu) e^{j2\pi \nu t} \right] e^{j2\pi \nu t} d\nu.
\]

The square brackets in (3.2.5) enclose the modulation process which shifts the partitions to their respective positions. Let \( \bar{E} \) be the carrier vector:

\[
\bar{E} = \left( 1 \quad e^{j2\pi \sigma} \quad e^{j2\pi 2\sigma} \quad \ldots \quad e^{j2\pi (m-1)\sigma} \right)^T
\]

(3.2.6)

(The superscript \( T \) denotes transposition). Equation (3.2.5) can then be written in the following form:

\[
f(t) = \int_{A} \bar{E}^T \bar{F} e^{j2\pi \nu t} d\nu.
\]

(3.2.7)

By substituting (3.2.4) into (3.2.7), we obtain

\[
f(t) = \frac{1}{c} \int_{A} \bar{E}^T H^{-1} \tilde{G} e^{j2\pi \nu t} d\nu.
\]

(3.2.8)

3.3 M-D Extension

We now proceed to extend the 1-D GSE to M-D band-limited functions. As will be demonstrated, the key of this extension lies in the manner by which a period of the samples' spectrum is partitioned. Before proceeding, we have a brief presentation of the M-D sampling theorem in order to maintain the notational uniformity. A more in-depth treatment is given by Marks [590].

3.3.1 M-D Sampling Theorem

The M-D sampling theorem, introduced by Petersen and Middleton [721], is a direct extension of the Shannon sampling theorem. Let \( f(\vec{t}) \) be a M-D \( B \)-band-limited function, where \( \vec{t} = (t_1, t_2, \ldots, t_N)^T \). Assume \( F(\vec{\nu}) = 0 \) for
\[ \forall \not\in B \text{ where } B \text{ is a region contained within an M-D hypersphere of finite radius } B \text{ centered at the origin:} \]

\[ B = \{ \forall | \forall^T \forall < B, B > 0 \} \]

and \( \forall = (\nu_1, \nu_2, \ldots, \nu_N)^T \). Such finite energy signals can be uniquely represented by their samples. Let the sampling lattice be denoted by the matrix-vector pair: \( [\mathcal{V}, \overline{p}] \). The vector \( \overline{p} \) is the offset vector of the sampling lattice from the origin of the \( \forall \) plane. The matrix

\[ \mathcal{V} = [\overline{v}_1 \mid \overline{v}_2 \mid \cdots \mid \overline{v}_N] \]

is referred to as the \textit{sampling matrix}. Each column vector, \( \overline{v}_i \), indicates the direction of the \( i^{th} \) sampling dimension and its norm is the sampling interval in that dimension. Thus, \( \mathcal{V} \) governs the periodicity of the geometry of the sampling lattice. Let \( \hat{f}(\forall) \) be the output function of the sampler:

\[ \hat{f}(\forall) = \sum_{\overline{n}} f(\mathcal{V}\overline{n} + \overline{p}) \delta(\forall - \mathcal{V}\overline{n} - \overline{p}). \]

where

\[ \sum_{\overline{n}} = \sum_{n_1 = -\infty}^{\infty} \sum_{n_2 = -\infty}^{\infty} \cdots \sum_{n_N = -\infty}^{\infty} \]

and \( \delta(\forall) = \delta(t_1) \delta(t_2) \cdots \delta(t_N) \) is the N-D Dirac delta function. Without loss of generality, we let \( \overline{p} \) be the zero vector. The spectrum of \( \hat{f}(\forall) \) replicates periodically:

\[ \hat{F}(\overline{\nu}) = \sum_{\overline{m}} f(\mathcal{V}\overline{n}) e^{-j2\pi\overline{\nu}\mathcal{V}\overline{n}} \]

\[ = D \sum_{\overline{m}} F(\overline{\nu} - \overline{U}\overline{m}), \quad (3.3.1) \]

where

\[ \overline{U} = [\overline{u}_1 \mid \overline{u}_2 \mid \cdots \mid \overline{u}_N] \]

and \( D = 1/|\mathcal{V}| \) is the sampling density. The matrix \( \overline{U} \) is referred to as the \textit{periodicity matrix}. Its \( N \) column vectors, referred to as the \textit{periodicity vectors}, govern the replication pattern of \( \hat{F}(\overline{\nu}) \). Clearly, \( \mathcal{V} \) is required to be non-singular. In other words, the \( N \) sampling vectors are required to be linearly independent. An illustration of a sampling geometry of a two-dimensional function and the corresponding replication pattern is illustrated in Fig. 3.3.

A \( N \)-D cell, denoted as \( C \), is defined as a period of \( \hat{F}(\overline{\nu}) \). For \( N \)-D functions, there are many possible cell shapes. The two cells in Fig. 3.4 are

\[ \text{FIGURE 3.3: A 2-D illustration of a sampling geometry and the corresponding replication geometry.} \]

the two possible cell shapes corresponding to a sampling matrix. Methods of constructing these cells are discussed by Dubois [267]. Of all possible cell shapes, the parallelepiped shape cell is the most straightforwardly constructed. Each pair of its parallel "legs" is constructed by a periodicity vector. For our running example, the parallelogram cell in Fig. 3.5 is constructed from the two periodicity vectors.

Given the samples, the signal is restored by the following interpolation formula:

\[ f(\forall) = \sum_{\overline{n}} f(\mathcal{V}\overline{n}) h(\forall - \mathcal{V}\overline{n}). \quad (3.3.2) \]

where

\[ h(\forall) = \frac{1}{D} \int_D e^{j2\pi\overline{\nu}\overline{m}} d\overline{\nu} \]

and

\[ \int d\overline{\nu} = \int_{\nu_1} d\nu_1 \int_{\nu_2} d\nu_2 \cdots \int_{\nu_N} d\nu_N. \]

The region \( D \), as shown in Fig. 3.5, is any region enclosing only the zeroth-order replication of \( \hat{F}(\overline{\nu}) \).

The function \( f(\forall) \) is said to be sampled at the \textit{Nyquist density} (whose 1-D counterpart is the Nyquist rate) if the corresponding spectral replications, \( \hat{F}(\overline{\nu}) \), is the most densely packed of all sampling geometries [588]. The sampling of a 2-D circularly band-limited function at the Nyquist density is illustrated in Fig. 3.6. The corresponding sampling geometry is hexagonal geometry.
3.3.2 M-D GSE FORMULATION

Analogous to its 1-D counterpart, the M-D GSE starts with the partitioning of the baseband cell, denoted by $C_0$. The baseband cell for a 1-D $2\sigma$-band-limited function is the support of the function's spectrum, $(-\sigma, \sigma)$. For M-D band-limited functions, the baseband cell is a cell which encloses the zeroth-order replication of $\hat{F}(\vec{v})$. In the 1-D GSE, this baseband cell is partitioned into $m$ identical partitions. For the M-D GSE, each leg of the parallelepiped cell is partitioned into $k$ identical partitions. (This restriction will be relaxed later.) This partitioning of $C_0$ gives $L = k^N$ identical partitions. Each subcell is geometrically congruent to the cell $C$. And each dimension is scaled by a factor of $k$.

A subcell is a cell corresponding to the sampling matrix

$$V_g = kV.$$  

The corresponding periodicity matrix is

$$U_g = \frac{1}{k}U.$$  

Following the procedure outlined in Section 3.2, we need to locate a subcell as a reference subcell. In Section 3.2, the first partition in the region $(-\sigma, -\sigma + c)$ is taken as the reference subcell. For the M-D GSE, this reference subcell is located at one of the vertices of $C_0$. With reference to [211],

this particular vertex is chosen to be at the point

$$\vec{V}_e = -\frac{1}{2} \sum_{i=1}^{N} \vec{u}_i.$$  

(3.3.3)

By denoting this reference subcell as $C_{g0}$, the $i^{th}$ subcell is expressed as

$$C_{gi} = \{ \vec{v} | \vec{v} \in (C_{g0} \oplus U_g \vec{q}_i) \}: \quad i = 0 \text{ to } L - 1,$$

(3.3.4)

where the $\oplus$ denotes offset by. The vector $\vec{q}_i$, which denotes the position of $C_{gi}$, is an $N$-dimensional vector of integers ranging from 0 to $k - 1$. In particular, the vector $\vec{q}_i$ is a $k$-ary representation of the integer $i$.

$$i = \sum_{p=0}^{N-1} q_{ip} k^p.$$  

The partitioning of the baseband cell also partitions the spectrum $F(\vec{v})$. For now, we require that the support of $F(\vec{v})$ be totally enclosed within $C_0$. By positioning the partitioning mesh over $F(\vec{v})$, we obtain $L$ partitions

---

**FIGURE 3.4:** Two different cell shapes corresponding to the same periodicity matrix.

**FIGURE 3.5:** The parallelogram cell corresponding to the replication pattern in Fig. 3.3. $B$ is the support of the spectrum, $C$ the cell and $D$ the region enclosing the support.
3. A Multidimensional Extension of Papoulis' Expansion

and \( D_g \) is the sampling density of each sample set:

\[
D_g = \frac{1}{|V_g|} = \frac{1}{L|Y|}.
\]

The formulation of (3.3.5) parallels (3.2.2). Proceeding in a similar manner, we first write (3.3.5) as

\[
\hat{G} = D_g H \hat{F},
\]

where

\[
\hat{G} = (\hat{G}_0(\vec{\nu}), \hat{G}_1(\vec{\nu}), \ldots, \hat{G}_{L-1}(\vec{\nu}))^T,
\]

\[
\hat{F} = (\hat{F}_0(\vec{\nu}), \hat{F}_1(\vec{\nu}), \ldots, \hat{F}_{L-1}(\vec{\nu}))^T.
\]

Define the carrier vector \( \vec{E} \), whose \((p+1)^{th}\) element is equal to

\[
E_p = \exp(j2\pi q_p Y_p^T \vec{\nu}^T \vec{i}), \quad p = 0 \text{ to } L - 1.
\]

Secondly, parallel with (3.2.9), \( \vec{Y} \) is solved from the following matrix equation:

\[
\vec{H}^T \vec{Y} = \vec{E}.
\]

where in this M-D extension

\[
\vec{Y} = (Y_0(\vec{\nu}, \vec{i}), Y_1(\vec{\nu}, \vec{i}), \ldots, Y_{L-1}(\vec{\nu}, \vec{i}))^T.
\]

Given \( \vec{Y} \), the \( L \) interpolation functions are obtained by

\[
y_i(\vec{t}) = \frac{1}{D_g} \int_{c_{s0}} Y_i(\vec{\nu}, \vec{t}) e^{j2\pi \vec{\nu} \vec{t}} d\vec{\nu}, \quad i = 0 \text{ to } L - 1.
\]

and the signal is restored by the interpolation formula

\[
f(\vec{t}) = \sum_{i=0}^{L-1} \sum_{\vec{n}} y_i(\vec{t} - \vec{n}) y_i(\vec{t} - \vec{n}).
\]

Equations (3.3.8) to (3.3.10) form the core equations of the M-D GSE.

3.3 Examples

We now consider two fourth-order \((L = 4)\) sampling expansion examples of a 2-D function. The support is a circle of radius \( \lambda \). Circularly band-limited functions can easily be generated by passing a coherent or incoherent image through an circular pupil [339]. In order to make the example simple, we use the rectangular sampling geometry where the sampling matrix is diagonal:

\[
Y = \begin{bmatrix} 1/2\lambda & 0 \\ 0 & 1/2\lambda \end{bmatrix}.
\]
3. A Multidimensional Extension of Papoulis' Expansion

by a direct array product of the second and the third sample sets. The sampling density \( D_y \) of each sample set is \( \lambda^2 \) and the matrix \( H \) is

\[
H^T = \begin{bmatrix}
1 & j2\pi\nu_1 & j2\pi\nu_2 & -4\pi^2\nu_1\nu_2 \\
1 & j2\pi(\nu_1 + \lambda) & j2\pi\nu_2 & -4\pi^2(\nu_1 + \lambda)\nu_2 \\
1 & j2\pi\nu_1 & j2\pi(\nu_2 + \lambda) & -4\pi^2\nu_1(\nu_2 + \lambda) \\
1 & j2\pi(\nu_1 + \lambda) & j2\pi(\nu_2 + \lambda) & -4\pi^2(\nu_1 + \lambda)(\nu_2 + \lambda)
\end{bmatrix}
\]

whose inverse is

\[
[H^T]^{-1} = \frac{-1}{4\pi^2\lambda^2} \times \\
\begin{bmatrix}
-4\pi^2(\nu_1 + \lambda)(\nu_2 + \lambda) & 4\pi^2\nu_1(\nu_2 + \lambda) & 4\pi^2\nu_1(\nu + \lambda) & 4\pi^2\nu_1\nu_2 \\
-j2\pi(\nu_1 + \lambda) & -j2\pi(\nu_2 + \lambda) & -j2\pi\nu_2 & -j2\pi\nu_1 \\
-j2\pi(\nu_1 + \lambda) & j2\pi\nu_1 & j2\pi(\nu_1 + \lambda) & -j2\pi\nu_1 \\
1 & -1 & -1 & 1
\end{bmatrix}
\]

The carrier vector \( \vec{E} \) in this example is

\[
\vec{E} = (1 \ e^{j2\pi\lambda t_1} \ e^{j2\pi\lambda t_2} \ e^{j2\pi\lambda(t_1+t_2)})^T. \tag{3.3.13}
\]

According to (3.3.3), the region \( C_0 \) lies at the lower left corner of \( C \).

\[
C_0 = \{(\nu_1, \nu_2) | -\lambda \leq \nu_1, \nu_2 < 0\}.
\]

The four interpolation functions are computed by using (3.3.11).

\[
\begin{align*}
y_0(t_1, t_2) &= \frac{16}{\lambda^4t_1^2t_2^2} \sin^2(\lambda t_1/2) \sin^2(\lambda t_2/2), \\
y_0(t_1, t_2) &= \frac{16}{\lambda^4t_1^2t_2^2} \sin^2(\lambda t_1/2) \sin^2(\lambda t_2/2), \\
y_0(t_1, t_2) &= \frac{16}{\lambda^4t_1^2t_2^2} \sin^2(\lambda t_1/2) \sin^2(\lambda t_2/2), \tag{3.3.14} \\
y_0(t_1, t_2) &= \frac{16}{\lambda^4t_1^2t_2^2} \sin^2(\lambda t_1/2) \sin^2(\lambda t_2/2).
\end{align*}
\]

Note that the expression for the four linear systems in this example can also be expressed as an outer product of four 1-D linear systems. Specifically, these four linear systems are the linear systems corresponding to two 1-D signal-derivative sampling problems.

Problem 1:

\[ h_{10}(\nu_1) = 1 \quad \text{and} \quad h_{11}(\nu_1) = j2\pi\nu_1. \]
Problem 2:

\[ h_{10}(\nu_2) = 1 \quad \text{and} \quad h_{11}(\nu_2) = j2\pi\nu_2. \]

An outer product of these four expressions produces the expression of the four linear systems used in Example 1.

\[
\begin{align*}
    h_0(t_1, t_2) &= h_{10}(t_1)h_{20}(t_2), \\
    h_1(t_1, t_2) &= h_{11}(t_1)h_{21}(t_2), \\
    h_2(t_1, t_2) &= h_{10}(t_1)h_{21}(t_2), \\
    h_3(t_1, t_2) &= h_{11}(t_1)h_{22}(t_2).
\end{align*}
\]

With reference to Papoulis [706], the interpolation functions for the two problems are:

Problem 1:

\[
y_{10}(t_1) = 4\frac{\sin^2(\lambda t_1/2)}{\lambda^2 t_1^2} \quad \text{and} \quad y_{20}(t_2) = 4\frac{\sin^2(\lambda t_2/2)}{\lambda^2 t_2^2}.
\]

Problem 2:

\[
y_{11}(t_1) = 4\frac{\sin^2(\lambda t_1/2)}{\lambda^2 t_1} \quad \text{and} \quad y_{21}(t_2) = 4\frac{\sin^2(\lambda t_2/2)}{\lambda^2 t_2}.
\]

Clearly, the four interpolation functions in (3.3.14) are also the outer product of the two sets of interpolation functions. This relationship is always true if the expression for the M-D systems are outer products of the expression of 1-D systems.

**Example 2: Interlaced Sampling**

The four linear systems in this example are

\[
\begin{align*}
    h_0(\nu_1, \nu_2) &= 1, \\
    h_1(\nu_1, \nu_2) &= e^{j2\pi(\nu_1 d_{11} + \nu_2 d_{12})}, \\
    h_2(\nu_1, \nu_2) &= e^{j2\pi(\nu_1 d_{21} + \nu_2 d_{22})}, \\
    h_3(\nu_1, \nu_2) &= e^{j2\pi(\nu_1 d_{31} + \nu_2 d_{32})}.
\end{align*}
\]  

(3.3.15)

The \(d_{ij}\) coefficients specify the offset of the sampling locations of each sample subset from the origin. It follows that

\[
H = H_1H_2,
\]

where

\[
H_1 = \begin{bmatrix}
1 & e^{2j\pi \lambda d_{11}} & e^{2j\pi \lambda d_{21}} & e^{2j\pi \lambda d_{31}} \\
1 & e^{2j\pi \lambda d_{12}} & e^{2j\pi \lambda d_{22}} & e^{2j\pi \lambda d_{32}} \\
1 & e^{2j\pi \lambda (d_{11}+d_{12})} & e^{2j\pi \lambda (d_{21}+d_{22})} & e^{2j\pi \lambda (d_{31}+d_{32})}
\end{bmatrix}
\]

and

\[
H_2 = \text{diag}\begin{bmatrix} 1 & e^{j2\pi(\nu_1 d_{11} + \nu_2 d_{12})} & e^{j2\pi(\nu_1 d_{21} + \nu_2 d_{22})} & e^{j2\pi(\nu_1 d_{31} + \nu_2 d_{32})} \end{bmatrix}
\]

Given the numerical values of \(\lambda\) and the \(d_{ij}\) coefficients, inversion of \(H_1\) can be done numerically. In particular, let \(\beta_{ij}\), \(i, j = 0\) to 3 be the \((i+1, j+1)\)th element of \([H^T]^{-1}\). Then, with reference to (3.3.8),

\[
Y_i(\nu_1, \nu_2, t_1, t_2) = e^{-j2\pi(\nu_1 d_{11} + \nu_2 d_{12})} \sum_{j=0}^{3} \beta_{ij} e_j(t_1, t_2),
\]

(3.3.16)

where \(e_j(t_1, t_2)\) is the \((j+1)\)th element of the vector \(E\) in (3.3.13). Also, let

\[
f_{dj}(t_1, t_2) = \beta_{ij} \int_{-\lambda}^{0} \int_{-\lambda}^{0} j e_j(t_1, t_2) e^{j2\pi(\nu_1 d_{11} + \nu_2 d_{12})} d\nu_1 d\nu_2\]

(3.3.17)

where the ordered pair \((r_{j1}, r_{j2})\) is the bipolar representation (binary representation except 0 is replaced by -1) of the integer \(j\). The four interpolation functions follows as

\[
y_i(t_1, t_2) = \sum_{j=0}^{3} f_{dj}(t_1 - d_{i1}, t_2 - d_{i2}). \quad i = 0 \text{ to } 3.
\]

(3.3.18)

Clearly from this example, the evaluation of interpolation functions for 2-D interlaced sampling is not as trivial as its 1-D counterpart. For 1-D interlaced sampling, the matrix \(H_1\) is Vandermonde [513] and therefore the inversion can be evaluated straightforwardly in closed form. Whereas in M-D interlaced sampling, this is not generally the case. The inversion of \(H_1\) in most cases needs to be evaluated numerically.

An utilization of M-D GSE is for sampling density reduction [211, 215]. A first-order reduction is illustrated by the following example.

**Example 3: Sample Density Reduction**

If one of the partitions of \(F(\vec{v})\), say \(F_0(\vec{v})\), is identically zero, the first column of \(H\) in (3.3.6) can be eliminated and thus the system becomes an overdetermined system. Since, however, the system is also consistent, we can further eliminate a row of \(H\). Eliminating, for example, the first row of \(H\) also eliminates an entry, \(G_0(\vec{v})\), from \(G\). Thus, the sample group, \(\{g_0(\vec{v}_1, \vec{v})\}\) is dropped from being used to reconstruct \(f(\vec{t})\). After all eliminations, Eq. (3.3.6) becomes a system of dimension \(L - 1\):

\[
\tilde{G}_0 = D_0 H_{0,0} \tilde{F}_0.
\]
The double subscripts denote respectively the indices of the eliminated row and the eliminated column. Since one sample subset is eliminated, the overall sampling density is reduced by a factor of $1/m$. Note that $F_0(\vec{v}) = 0$ can occur even at Nyquist densities (e.g., see Fig. 3.6 for circularly band-limited functions). If this is the case, the removal of a sample set will result in a sampling density below that of Nyquist. The subject of such sampling density reduction is treated more fully in Part II of this chapter.

### 3.4 Extension Generalization

In this section, we will consider relaxing the formulation of the matrix $V_g$. This relaxation can result in the creation of subcells which are no longer congruent to the cell. In addition, more freedom in the sampling geometry for the sample sets is allowed. We will also consider the cases where the support of the spectrum does not match the cell shape and therefore cannot totally be enclosed within a cell.

In a more general setting, we can express

$$V_g = V M,$$

where $M$ is a non-singular integer matrix of dimension $N$. So far we have used $M = kI$. In this more general setting, $L$, the number of sample sets, is equal to $|M|$, which may not equal to $k^N$. The subcells, in general, need not be congruent to the cell. Consider a circularly band-limited function being sampled at a rectangular sampling geometry whose sampling matrix is specified (3.3.11). A sampling geometry corresponding to the sampling matrix, $V_g$, where

$$M = \begin{bmatrix} 1 & -1 \\ 1 & 1 \end{bmatrix}$$

is shown in Fig. 3.8. and the corresponding sub-cell is a rhombus, Fig. 3.8. Clearly, this subcell is not congruent to the square cell. For this example, $|M| = 2$ and thus $L = 2$.

The support of the function may not be totally enclosed within a cell. Consider our running example again. If a circularly band-limited function is sampled rectangularly, the support of the function's spectrum is totally enclosed within a rectangular cell. If the function is sampled with a hexagonal geometry

$$V = \begin{bmatrix} 1/2\lambda & 1/4\lambda \\ 0 & 1/\sqrt{3}\lambda \end{bmatrix},$$

which corresponds sampling at the Nyquist density, the corresponding cell shape is a parallelogram. As shown in Fig. 3.9, the circular support is not totally enclosed within this cell.

Restoring the function $f(\vec{i})$ under these two scenarios requires no extra formulation. As can be seen from (3.3.6) and (3.3.8), the M-D GSE always restores a period, though possibly not in the same shape of the original cell of the spectral replications, $\hat{F}(\vec{v})$. It is well-known that Fourier series coefficients are invariant to the cell shape [268]. The Fourier series coefficients here are the samples of $f(\vec{i})$ at locations $[V, 0]$. We can therefore restore the function discretely by the M-D GSE:

$$f(\vec{v} \vec{n}) = \sum_{m=-\infty}^{\infty} \sum_{k=0}^{L-1} g_k(V_g \vec{m}) y_k(V \vec{n} - V_g \vec{m})$$

$$= \sum_{m=-\infty}^{\infty} \sum_{k=0}^{L-1} g_k(V_g \vec{m}) y_k(V \vec{n} - M \vec{m}).$$

Restoring the function at those sampling locations is equivalent to restoring the samples' spectrum, $\hat{F}(\vec{v})$. Given that the samples are restored, the function is reconstructed by the traditional low-pass method.

$$f(\vec{i}) = \sum_{n=-\infty}^{\infty} f(\vec{v} \vec{n}) h(\vec{i} - V \vec{n}),$$

where $h(\vec{i})$, an ideal low-pass filter impulse response of magnitude $|V|$.
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FIGURE 3.9: The hexagonal sampling geometry produces a parallelogram subcell which does not enclose the zeroth-order replication.

extracts only the zeroth-order replication. For our running example, \( h(t) \) may have hexagonal support, as shown in Fig. 3.10.

3.5 Conclusion

In Part I of this chapter, we have extended Papoulis' generalized sampling expansion to multidimensional band-limited functions. For cases where the cells do not enclose the support of the function's spectrum, restoration of the function is achieved by discrete interpolation followed by a low-pass processing.

We have also demonstrated that the GSE formulation can be utilized to reduce sampling density if certain conditions are satisfied. We will expand on this point in Part II.

3.6 Sample Interdependency

If the shape of the support of a function's spectrum is not a period of the spectral replications (or the support is not a cell \( C \)), gaps exist among the replications. For 1-D band-limited functions, the support is a period of the replications and thus no gaps exist. For higher dimensional band-limited functions, gaps may exist even when the function is sampled at the Nyquist density. Consider sampling a 2-D circularly band-limited function at the Nyquist density. The corresponding sampling geometry has a hexagonal geometry. As shown in Fig. 3.6, gaps exist among the replications.

If gaps exist among the spectral replications, samples are linearly interdependent. To show this let \( h(t) \leftrightarrow H(\nu) \) be some ideal bandpass filter whose passband is only defined in gap regions. Thus,

\[
H(\nu)\hat{F}(\nu) = 0.
\]
Correspondingly,

\[ \sum_{\vec{n}} f(\vec{v}\vec{n})h(\vec{t} - \vec{V}\vec{n}) = 0, \quad \forall \vec{t}. \]

Since \( h(\vec{t}) \) is nowhere identically zero, by definition the samples are linearly interdependent.

A sufficient condition for sampling a band-limited function at the minimum density is that no gaps are contained among the spectral replications. Clearly, the interdependency among samples is dictated by the support shape of \( F(\vec{u}) \). If the support shape is identical to the cell shape, gaps (e.g., rectangular or hexagonal) cease to exist and samples are linearly independent of each other.

The condition implies that the Nyquist rate is the minimum sampling rate for 1-D band-limited functions. For higher dimensional cases, sampling at Nyquist densities may leave gaps among the spectral replications and hence the samples are linearly interdependent. Thus, the samples in our running example of sampling a 2-D circularly band-limited function are linearly interdependent.

Linearly interdependency among samples implies oversampling [588, 586, 596]. If there is no aliasing, we can straightforwardly define the oversampling index as

\[ r = \frac{\text{area of } C}{\text{area of } F(\vec{u})} \geq 1. \quad (3.6.1) \]

If \( r = 1 \), the function is sampled at the minimum density. Otherwise, the function is oversampled. The sampling of a 2-D circularly band-limited function at the Nyquist density corresponds to \( r = 2/\sqrt{3} \approx 1.15 \) [211, 721].

For 1-D cases, every support has a corresponding minimum sampling rate. Thus, if gaps exist in the replications, the sampling rate can be scaled and gaps closed. This, however, cannot be applied to higher dimensional cases. For our running example, the support shape is a circle. Clearly, this shape does not have a corresponding sampling geometry. As shown in Fig. 3.11, a direct down scaling of the sampling density on every sampling dimension will result an aliased spectrum. This example illustrates that sampling M-D band-limited functions at densities below that of Nyquist is not trivial.

3.7 Sampling Density Reduction Using M-D GSE

If gaps exist among the replications and if \( L \) is large enough, the \( L^{th} \)-order M-D GSE allows the restoration of the function with less than \( L \) sample sets. Since fewer sample sets are used, the sampling density is reduced. If only \( L - q \) sample sets are used, the sampling density is reduced by a fraction of \( q/L \). As discussed in Example 3, given a function initially sampled at the Nyquist density, any reduction of sample sets will immediately result a density below that of Nyquist. We will show that the minimum sampling density is equal to the area of the support of the function's spectrum.

The formulation of the \( L^{th} \)-order M-D GSE starts with partitioning the baseband cell, \( C_0 \), into \( L \) partitions. Each partition is referred to as a subcell. If gaps exist among the replications, gaps also exist in \( C_0 \). Let \( A_D \) denotes the gap regions within \( C_0 \). If \( L \) is large enough, then a number of the subcells, say \( q \), will be totally subsumed within \( A_D \). Consider the sampling of the 2-D circularly band-limited function. For illustration purposes, the function is sampled at a rectangular geometry as specified in (3.3.11). The corresponding baseband cell is a square of dimension \( 2\lambda \). As shown in Fig. 3.12, if we have \( k \geq 7 \), we have subcells totally enclosed within gap regions. In particular, for \( k = 7 \), we have \( q = 4 \) (Fig. 3.12a). For \( k = 10 \), we have \( q = 12 \) (Fig. 3.12b).

We will use these two cases as our running example in the discussion to follow. The \( q = 4 \) case will be referred to as the fourth-order case, and the \( q = 12 \) case the twelfth-order case.

Let \( M \) be the index set corresponding to the subcells subsumed within \( A_D \).

\[ M = \{ m | C_{ym} \in A_D \}. \quad (3.7.1) \]

The cardinality of \( M \) is \( q \). Each subcell holds a partition of the baseband...
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Note that the problem has transformed to a \((L - q)^{th}\) order M-D GSE problem. If \(H_{D,M}\) is invertible for every \(\vec{v}\) in the reference subcell \(C_{0}\), we follow steps (3.3.6) and (3.3.10), and obtain the interpolation formula for restoring \(f(\vec{t})\) from the remaining \(L - q\) sample sets

\[
f(\vec{t}) = \sum_{i \in D} \sum_{\vec{r}} g_i(\vec{V}_g \vec{r}) y_i(\vec{t} - \vec{V}_g \vec{r}).
\]  

(3.7.6)

where the spectra of the \(L - q\) interpolation functions in \(C_{0}\) are solved from the matrix equation

\[
H_{D,M}^T \hat{Y}_D = \tilde{E}_M.
\]

(3.7.7)

The methodology presented here is analogous to playing a jigsaw puzzle game. The puzzle is the spectrum \(F(\vec{v})\) and the pieces are the \(L\) partitions of \(F(\vec{v})\). In assembling \(F(\vec{v})\), the blank pieces (those partitions subsumed with gap regions) are discarded. Corresponding to every discarded partition, a sample set can be removed. The finished puzzle is the spectrum without blank pieces.

Thus, if gaps exist among the spectral replications, a subset of the sample sets can be removed. Given that \(q\) subcells are totally subsumed within \(A_D\), a combination of \(q\) out of \(L\) sample sets can be removed from reconstructing the function. The overall sampling density is reduced by \(q/L\). The problem of removing \(q\) out of \(L\) sample sets in a M-D GSE setting is referred to as the \(q^{th}\)-order reduction problem.

### 3.7.1 Sampling Decimation

In this section, we will first demonstrate that regular sampling of \(f(\vec{t})\) can always be formulated as an \(L^{th}\) order M-D GSE problem. Thus, if gaps exist among the spectral replications, \(\hat{F}(\vec{v})\), a number of sample sets can be removed without loss of information. Thus, by implementing the decimation at the sampling stage, the function can be sampled directly at reduced densities.

Consider the sampling of an \(N\)–D band-limited function, \(f(\vec{t})\), at some regular geometry \(\{\vec{V}_g\}\). The samples can be sectioned into \(L = k^N\) subgroups in the following manner:

\[
g_p(\vec{V}_g \vec{n}) = f(\vec{V}_g \vec{n} + \vec{V}_p), \quad p = 0 \text{ to } L - 1.
\]

(3.7.8)

where \(\vec{V}_g = k\vec{V}\). The vector \(\vec{V}_p\) is an integer vector which is the \(k\)-ary representation of the integer \(p\) (Subsection 3.3.2). Thus the \(p^{th}\) sample
subgroup can be obtained by sampling \( f(\bar{t}) \) with the geometry \( \left[ V_{g} \cdot \bar{k}_{p} \right] \).

Here, we identify the \( p^{th} \) sample subgroup as the \( p^{th} \) sample set in the M-D GSE setting. The \( L \) corresponding linear systems are therefore

\[
H_{p}(\bar{\nu}) = e^{2\pi \eta^{T} \bar{V}_{g} \bar{k}_{p}}, \quad p = 0 \text{ to } L - 1.
\]  

(3.7.9)

Hence,

\[
G_{p}(\bar{\nu}) = e^{2\pi \eta^{T} \bar{V}_{g} \bar{k}_{p}} \sum_{q=1}^{L-1} e^{2\pi \eta^{T} \bar{V}_{g} \bar{k}_{p} / k} F_{q}(\bar{\nu}), \quad \bar{\nu} \in \mathbb{C}_{g0}.
\]  

(3.7.10)

Equation (3.7.10) can be written in matrix form as follows:

\[
\tilde{G} = D_{g} H_{1} \cdot H_{2} \tilde{F}.
\]  

(3.7.11)

where

\[
H_{1} = \text{diag} \left[ e^{2\pi \eta^{T} \bar{V}_{g} \bar{k}_{p}} | p = 0 \text{ to } L - 1 \right]
\]  

(3.7.12)

and

\[
H_{2} = \left[ \text{\( pq \)'th element} = e^{2\pi \eta^{T} \bar{V}_{g} \bar{k}_{p} / k} \right].
\]  

(3.7.13)

Note that \( H_{2} \) is an \( N \times D \) DFT matrix and is therefore orthogonal.

\[
H_{2} [H_{2}]^{T} = D_{g}.
\]

The superscript * denotes complex conjugation. By letting

\[
\check{G} = H_{1}^{-1} \tilde{G} = \left[ e^{-2\pi \eta^{T} \bar{V}_{g} \bar{k}_{p}} G_{p}(\bar{\nu}) | p = 0 \text{ to } L - 1 \right],
\]  

(3.7.14)

which corresponds to offsetting the position of the \( p^{th} \) sample subgroup by the vector \(- \bar{V}_{g} \bar{k}_{p}\), we obtain

\[
\check{G} = D_{g} H_{2} \tilde{F}.
\]

(3.7.15)

Following (3.7.2) to (3.7.3), given the index set \( M \), we delete the corresponding \( q \) columns from \( H_{2} \) in (3.7.15) and obtain

\[
\check{G} = D_{g} H_{2,M} \tilde{F}_{M}.
\]

(3.7.16)

After the index set \( D \) is determined, \( q \) columns in \( H_{2,M} \) are removed. We thus obtain a compact system of dimension \( L - q \) relating the non-zero partitions of \( F(\bar{\nu}) \) to the spectra of the \( L - q \) sample subgroups

\[
\check{G}_{D} = D_{g} H_{2,M,D} \tilde{F}_{D}.
\]  

(3.7.17)
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In the setting of sampling decimation, Eq. (3.7.7) becomes

\[
H_{2,M,D}^{T} \tilde{Y}_{D} = \tilde{E}_{M}.
\]  

(3.7.18)

If \( H_{2,M,D} \) is invertible, we can proceed to solve for the \( L - q \) interpolation functions. Note that every element in \( H_{2,M,D} \) is an Euler quantity and can be converted into a complex number. Thus, the inversion of \( H_{2,M,D} \) can be also be computed numerically.

Let \( \beta_{pq}, p \in D, q \in M \), to be the \( pq^{th} \) element of \( [H_{2,M,D}]^{-1} \). Then

\[
Y_{p}(\bar{\nu}, \bar{t}) = \sum_{q \in M} \beta_{pq} e^{2\pi \eta^{T} \bar{V}_{g} \bar{k}_{p} \bar{t} / k}, \quad p \in D, \bar{\nu} \in \mathbb{C}_{g0}.
\]

(3.7.19)

The overbar denotes the set complement. By substituting (3.7.19) into (3.3.9), and with reference to (3.3.4), we obtain the \( pq^{th} \) interpolation function for the \( pq^{th} \) sample subgroup:

\[
y_{p}(\bar{\nu}) = \frac{1}{D_{g}} \sum_{q \in M} \int_{\bar{V}_{g} \in \mathbb{C}_{g0}} \beta_{pq} e^{2\pi \eta^{T} \bar{V}_{g} \bar{t}} d\bar{V}_{g}. \quad p \in D.
\]

(3.7.20)

The Fourier transform of \( y_{p}(\bar{\nu}) \) yields the spectrum

\[
Y_{p}(\bar{\nu}) = \sum_{q \in M} \frac{\beta_{pq}}{D_{g}} \prod_{q}^{M} (\bar{\nu}).
\]

(3.7.21)

where

\[
\prod_{q}^{M} (\bar{\nu}) = \begin{cases} 1 & \bar{\nu} \in \mathbb{C}_{g0} \\ 0 & \text{otherwise.} \end{cases}
\]

Thus, every \( y_{p}(\bar{\nu}) \) is a low-pass/bandpass function whose passband is defined within the subsamples \( \{C_{g0} | q \in M\} \). The magnitude and phase of \( Y_{p}(\bar{\nu}) \) is staircase type over the passband, equal to \( |\beta_{pq}| \) and \( \angle \beta_{pq} \), respectively, in \( C_{g0}, q \in M \). Such functions can be implemented modularly [397].

The interpolation formula follows as:

\[
f(\bar{t}) = \sum_{p \in D} \sum_{\bar{\nu} \in \mathbb{C}_{g0}} f(\bar{V}_{g} \bar{\nu} + \bar{V}_{g} \bar{k}_{p}) y_{p}(\bar{\nu} - \bar{V}_{g} \bar{k}_{p} - \bar{V}_{g} \bar{\nu}).
\]

(3.7.22)

The existence of solutions relies on the invertibility of \( H_{2,M,D} \). Since \( H_{2} \) is a orthogonal matrix, \( H_{2,M} \) is an orthogonal column space. There always exists at least a set of \( D \) such that \( H_{2,M,D} \) is invertible. In other words, there exists at least one combination of \( q \) sample subgroups that can be removed without loss of information. The sampling density is thus reduced by a fraction of \( q/L \). If the removal of sample subgroups are directly implemented at the sampling stage, the function is directly sampled at a reduced density. We refer this implementation as sampling decimation.
3.7.2 A Second Formulation for Sampling Decimation

An alternate formulation presented here for sampling decimation is to treat the removed samples as lost samples. We will formulate the interpolation formula to recover the lost samples only, instead of reconstructing the entirety of \( f(\vec{u}) \), from those remaining. When \( q \ll L - q \), the computational complexity of this formulation can be much less than that of the previous formulation.

Since \( H_2 \) is an orthogonal matrix, with reference to (3.7.15),

\[
\frac{1}{LD_g} [H_2^T \hat{G}] = \hat{F}
\]  
(3.7.23)

or

\[
\frac{1}{LD_g} \sum_{p=0}^{L-1} e^{-2j\pi T_k \vec{k}_q / k} e^{j2\pi \vec{v}^T \vec{k}_p} G_p(\vec{v}) = \hat{F}_q(\vec{v}), \quad \vec{v} \in C_{d_0}, \quad q = 0 \text{ to } L - 1.
\]  
(3.7.24)

Given \( \hat{F}_q(\vec{v}) = 0, q \in M \), we have

\[
\sum_{p=0}^{L-1} e^{-2j\pi T_k \vec{k}_q / k} e^{j2\pi \vec{v}^T \vec{k}_p} G_p(\vec{v}) = 0, \quad \vec{v} \in C_{d_0}.
\]  
(3.7.25)

By separating the decimated sample subgroups from those remaining in the summation, we have

\[
\sum_{p \in D} e^{-2j\pi T_k \vec{k}_q / k} e^{j2\pi \vec{v}^T \vec{k}_p} G_p(\vec{v}) = -\sum_{p \notin D} e^{-2j\pi T_k \vec{k}_q / k} e^{j2\pi \vec{v}^T \vec{k}_p} G_p(\vec{v}),
\]  
\( \vec{v} \in C_{d_0} \)  
(3.7.26)

which in matrix form is

\[
\hat{H}_{2,M,D} \hat{G}_D = \hat{H}_{2,M} \hat{G}_D.
\]  
(3.7.27)

Here, \( \hat{H}_{2,M,D} \) is formed from \( q \) columns of \( \hat{H}_{2,M} \) and therefore is a square matrix of dimension \( q \). It is invertible, the spectra of the removed sample subgroups are a linear combination of those remaining

\[
\hat{G}_D = \left[ \hat{H}_{2,M,D} \right]^{-1} \hat{H}_{2,M} \hat{G}_D.
\]  
(3.7.28)

Let \( \gamma_{pq} \) be the \( pq^{th} \) element in the matrix product \( \left[ \hat{H}_{2,M,D} \right]^{-1} \hat{H}_{2,M} \).

Then

\[
G_p(\vec{v}) = -\sum_{q \notin D} \gamma_{pq} e^{-j2\pi \vec{v}^T \vec{k}_q / k} e^{j2\pi \vec{v}^T \vec{k}_p}, \quad \vec{v} \in C_{d_0}, p \in D.
\]  
(3.7.29)
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Since

\[
g_p(\vec{V}_g \vec{\nu}) = \frac{1}{D_g} \int_{\vec{v} \in C_{d_0}} G_p(\vec{v}) e^{j2\pi \vec{v}^T \vec{V}_g \vec{\nu}} d\vec{v}.
\]  
(3.7.30)

Substituting (3.7.29) into (3.7.30), and with reference to (3.7.8), yields the interpolation formula to recover the \( p^{th} \) sample set:

\[
f(\vec{V}_g \vec{\nu} + \vec{V} \vec{q}) = \sum_{g \in D} \sum_{\vec{m}} f(\vec{V}_g \vec{m} + \vec{V} \vec{q})
\times f_{pq} \left( \vec{V}_g (\vec{\nu} - \vec{m}) - \vec{V} (\vec{q} - \vec{q}) \right)
\]  
(3.7.31)

where

\[
f_{pq}(\vec{t}) = \frac{1}{D_g} \int_{\vec{v} \in C_{d_0}} \gamma_{pq} e^{j2\pi \vec{v}^T \vec{t} \hat{D} \vec{\nu}} d\vec{v}.
\]  
(3.7.32)

We now apply this formulation to the fourth–order example and the twelfth–order example discussed in Example 5.

**Example 4: Fourth–Order Sampling Decimation**

Consider the case illustrated in Fig. 3.12 where a circularly band–limited is sampled at a rectangular geometry. When the samples are divided into \( L = 49 \) sample subgroups \( (k = 7) \), we obtain \( q = 4 \) subcells subsumed within gap region. Thus, four sample subgroups can be removed and the sampling density is reduced by a fraction 4/49 or around 8.16%.

Without loss of generality, we let \( \lambda = 1/2 \) such that the function is a unit circularly band–limited. Initially, the function is sampled at the rectangular sampling geometry \( \left[ \vec{V}, \vec{0} \right] \) where

\[
\vec{V} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}.
\]

The sampling geometry of the \( p^{th} \) sample subgroup is \( \left[ \vec{V}_g, \vec{k}_p \right] \) where \( \vec{V}_g = 7 \vec{V}, \vec{k}_p = [k_{p,1}, k_{p,2}]^T, k_{p,1}, k_{p,2} = 0 \text{ to } 6, \) and \( p = 7k_{p,2} + k_{p,1} \).

The four subcells subsumed within the gap region reside at the four corners of \( C_0 \). The corresponding four position vectors for these four subcells are

\[
\vec{k}_0 = (0, 0)^T, \quad \vec{k}_6 = (6, 0)^T, \quad \vec{k}_{42} = (6, 6)^T, \quad \vec{k}_{48} = (6, 6)^T.
\]

The indices of these four vectors constitutes the index set \( M \). The four sample subgroups chosen to be removed constitutes a rectangular decimation
geometry. The four corresponding offset vectors are

\[
\begin{align*}
\vec{k}_0 &= (0, 0)^T, \\
\vec{k}_1 &= (m, 0)^T, \\
\vec{k}_m &= (0, n)^T, \\
\vec{k}_{m+n} &= (m, n)^T.
\end{align*}
\]

where \(1 \leq m, n \leq 6\). The indices of these four vectors constitutes the index set. The matrix \(\mathcal{H}_{2,4,6}\) follows as

\[
\mathcal{H}_{2,4,6} = \begin{bmatrix}
1 & 1 & 1 & 1 \\
e^{-j2\pi6m/7} & e^{-j2\pi6n/7} & e^{-j2\pi6m/7} & e^{-j2\pi6n/7} \\
e^{-j2\pi6m/7} & e^{-j2\pi6n/7} & e^{-j2\pi6m/7} & e^{-j2\pi6n/7} \\
e^{-j2\pi6m/7} & e^{-j2\pi6n/7} & e^{-j2\pi6m/7} & e^{-j2\pi6n/7}
\end{bmatrix}
\]

At this decimation geometry, the inverse of \(\mathcal{H}_{2,4,6}\) can be found in close form:

\[
[\mathcal{H}_{2,4,6}]^{-1} = \frac{1}{(e^{-j2\pi6m/7} - 1)(e^{-j2\pi6n/7} - 1)} \begin{bmatrix}
e^{-j2\pi6(m+n)/7} & e^{-j2\pi6m/7} & e^{-j2\pi6n/7} & 1 \\
e^{-j2\pi6m/7} & e^{-j2\pi6n/7} & e^{-j2\pi6n/7} & 1 \\
e^{-j2\pi6m/7} & 1 & e^{-j2\pi6n/7} & 1 \\
1 & -1 & -1 & 1
\end{bmatrix}
\]

We obtain the four interpolation functions:

\[
f_{0,q}(t_1, t_2) = -\sin \left( \frac{1}{7} [t_1 - (k_{q,1})] \right) \sin \left( \frac{1}{7} [t_2 - (k_{q,2})] \right)
\times \frac{\sin \left( \frac{6\pi}{7} [k_{q,1} - m] \right) \sin \left( \frac{6\pi}{7} [k_{q,2} - n] \right)}{\sin \left( \frac{6\pi}{7} m \right) \sin \left( \frac{6\pi}{7} n \right)}.
\]

\[
f_{m,q}(t_1, t_2) = \sin \left( \frac{1}{7} [t_1 - (k_{q,1})] \right) \sin \left( \frac{1}{7} [t_2 - (k_{q,2})] \right)
\times \frac{\sin \left( \frac{6\pi}{7} [k_{q,1} - m] \right) \sin \left( \frac{6\pi}{7} [k_{q,2} - n] \right)}{\sin \left( \frac{6\pi}{7} m \right) \sin \left( \frac{6\pi}{7} n \right)}.
\]

\[
f_{n,q}(t_1, t_2) = \sin \left( \frac{1}{7} [t_1 - (k_{q,1})] \right) \sin \left( \frac{1}{7} [t_2 - (k_{q,2})] \right)
\times \frac{\sin \left( \frac{6\pi}{7} [k_{q,1} - m] \right) \sin \left( \frac{6\pi}{7} [k_{q,2} - n] \right)}{\sin \left( \frac{6\pi}{7} m \right) \sin \left( \frac{6\pi}{7} n \right)}.
\]

\[
f_{m+n,q}(t_1, t_2) = -\sin \left( \frac{1}{7} [t_1 - (k_{q,1} - m)] \right) \sin \left( \frac{1}{7} [t_2 - (k_{q,2} - n)] \right)
\times \frac{\sin \left( \frac{6\pi}{7} [k_{q,1} - m] \right) \sin \left( \frac{6\pi}{7} [k_{q,2} - n] \right)}{\sin \left( \frac{6\pi}{7} m \right) \sin \left( \frac{6\pi}{7} n \right)}.
\]
The inversion of the matrix $\tilde{H}_{2,M,D}$ is carried out numerically. The numerical values of $[\tilde{H}_{2,M,D}]^{-1}$ are available elsewhere [211].

By truncating the extent of the $L-q$ interpolation functions, the interpolation formula in (3.7.31) becomes a FIR (Finite Impulse Response) estimation of the sample $f(V_g \tilde{n} + V \tilde{k}_p)$:

$$f(V_g \tilde{n} + V \tilde{k}_p) = \sum_{q \in \mathcal{B}} \sum_{\tilde{m} \in \mathcal{W}_{p,n}} f(V_g \tilde{m} + V \tilde{k}_q)$$

$$\times f_{pq} \left( V_g (\tilde{n} - \tilde{m}) - V (\tilde{k}_q - \tilde{k}_p) \right) \quad (3.7.33)$$

where $\mathcal{W}_{p,n}$ is the extent of the FIR filter window centered at the position of the sample $f(V_g \tilde{n} + V \tilde{k}_p)$. In particular, $\mathcal{W}_{p,n} = \mathcal{W}_{0,0} \oplus (V_g \tilde{n} + V \tilde{k}_p)$ and $\mathcal{W}_{0,0}$ is the window centered at the origin:

$$\mathcal{W}_{0,0} = \{ \tilde{m} = (m_1, m_2, \ldots, m_N)^T | m_i = M \text{ to } M, i = 1 \text{ to } N \} .$$

The output of the FIR filter at each deleted sample’s location is the least square estimate of the decimated sample at that location [268]. An example of this FIR estimation is given in Chapter 4 in [211]. The quality of the recovery of the decimated samples depends on the condition of $\tilde{H}_{2,M,D}$, which in turn depends on three factors: 1. the interdistance between the deleted samples [248], 2. the uniformity of the decimation geometry [596], and 3. the total number of decimated samples enclosed within the FIR’s window. Ching [219] performed an extensive empirical examination on the effect of these three factors on the quality of restoring the decimated samples.

### 3.8 Computational Complexity of the Two Formulations

The bulk of computational overhead in the two formulations of sampling decimation lies in the inversion of matrices. As mentioned in Section 3.7, the inversion of both matrices can be carried out numerically. For the first formulation, the matrix requires inversion of $\tilde{H}_{2,M,D}$, whose dimension is

$$L - q.$$ For the second formulation, the matrix is $\tilde{H}_{2,M,D}$, whose dimension is $q$.

If $q < L - q$, the second formulation will have less computational overhead and may be more preferable over the first formulation. For the fourth-order case, if the first formulation were used, we would have to invert a matrix of dimension forty-five, instead of four with the second formulation.

On the other hand, for the $q = 12$ case, the dimension will increase to twelve and eighty-eight, respectively, for the second formulation and the first formulation. Clearly, the second formulation is more favored for both cases.

![FIGURE 3.13: An example of a spectrum with sparse spectral support. The shape of the support is a donut shape.](image)

For similar reasons, the first formulation is favored when $q > L - q$. This corresponds to most of $C_0$ being occupied by $A_D$. As shown in Fig. 3.13, a donut (annulus) shape spectrum is an example of such a case.

#### 3.8.1 Gram–Schmidt Searching Algorithm

In exercising either approach to the decimation problem, we encounter a task of deciding which $q$ sample subgroups are to be removed. As already stated, if $M$ is known, there exists at least one combination of $D$ such that either the $\tilde{H}_{2,M,D}$ in the first formulation or $\tilde{H}_{2,M,D}$ in the second formulation is invertible. If the inversion of both matrices is to be done numerically, the condition of the two matrices becomes important. We desire a combination wherein the condition of either of the two matrices is the best overall combination.
3. A Multidimensional Extension of Papoulis' Expansion

The column vector, say \( \hat{h}_n \) which yields the largest error norm is chosen as \( \hat{r}_{m+1} \). The projection matrix is then updated via the Gram-Schmidt procedure:

\[
P_{m+1} = P_m + \frac{\hat{e}_n e_n^T}{\hat{e}_n^T \hat{e}_n}.
\]

4. Go to step 3 and repeat until \( m = q \).

For the fourth-order decimation problem in Example 4, the algorithm found that one of the best combinations is when \( q = n = 4 \), which corresponds to

\[ D = \{0.4, 28, 32\}. \]

For the twelfth-order decimation problem in Example 5, the algorithm found the following twelve sample subgroups as one of the best combinations:

\[ D = \{0, 15, 23, 28, 41, 45, 58, 63, 70, 75, 93, 97\}. \]

Clearly, this set is very different from the one in Example 5, where the set is arbitrarily chosen.

3.9 Sampling at the Minimum Density

In this section, we consider expanding the decimation order to infinity. As \( k \to \infty \), the area of each subcell becomes infinitesimally small. The ratio of \( q \) to \( L \) approaches asymptotically to the ratio of the area of \( A_D \) to the area of \( C_0 \):

\[
\lim_{k \to \infty} \frac{q}{L} = \frac{\text{area of } A_D}{\text{area of } C_0}.
\]

Let \( \hat{D} \) be the sampling density after \( q \) sample subgroups are removed,

\[
\hat{D} = D - qD_g.
\]

Since \( D = \text{area of } C_0 \), and also, as \( k \to \infty \), \( qD_g \to \text{area of } A_D \), we have

\[
\lim_{k \to \infty} \hat{D} = \text{area of } C_0 - \text{area of } A_D = \text{area of the support of } F(\hat{\nu}).
\]

Thus, the minimum sampling density of a M-D band-limited function is equal to the area of the support of the spectrum of the function.

For 2-D unit-circularly (radius = 1/2) band-limited functions, the minimum density is \( \pi/4 \approx 0.785 \). This minimum density can be achieved arbitrarily close by expanding the decimation order. The following table lists the ratio of \( 1 - q/L \) and \( r \), the oversampling index, as \( k \) increases.
3. A Multidimensional Extension of Papoulis' Expansion

3.11 Conclusion

In the second half of this chapter, we have developed a sampling decimation technique based on the formulation of the M-D GSE. A band-limited function is first sampled at some sampling geometry \([\mathcal{V}, \mathcal{P}]\). If gaps exist among the spectral replications, then by employing the decimation technique, samples can be deleted without loss of information. The sampling density is thus reduced. The function can be restored with the remaining samples. The decimation can be implemented at the sampling stage such that the function can be directly sampled at the reduced density. This reduction can even be directly observed when sampling is performed at Nyquist densities. The minimum density is equal to the area of the support of the function’s spectrum.

### 3.10 Discussion

Note that the minimum density can be achieved arbitrarily closely by the sampling decimation technique regardless of any initial regular sampling geometry. For our running example, this technique is applicable to both the rectangular sampling geometry as well as the hexagonal sampling geometry, which yields the sampling density equal to that of Nyquist. For this case, Cheung [211, 215] demonstrated that, if \(k\) is increased to eight, one sample subgroup can be removed. The sampling density is reduced by 1/64. After the decimation, the function is sampled at a density below that of Nyquist.

The decimation technique can also be applied to sample multiband functions [131] at the minimum rate or density. Like band-limited functions, the support of the spectra of multiband functions is finite but fragmented. Bandpass functions are examples of multiband functions. There are multiband functions of higher dimensions. In particular, the TV chrominance signal is a 3-D multiband function: 2-D spatial and 1-D temporal. Dubois [267] posed such a challenge to sampled TV chrominance signal at the minimum density. Dubois showed that the 3-D spectrum of the TV chrominance signal has a diamond-shaped band centered at the origin and eight smaller diamond-shaped bands symmetrically stationed at the eight corners of a cube. The decimation technique can be applied to close the gaps among the diamond-shaped bands and thus avoid the unnecessary waste of the band space.

Our decimation and the interpolation formulation is also a M-D extension of the digital signal processing methodology discussed by Crochier and Rabiner [236, 235]. In this sense, Part II of this chapter has laid a foundation of extending the multirate digital signal processing to process functions of higher dimensions, such as images.
Nonuniform Sampling

Farokh Marvasti

4.1 Preliminary Discussions

In this chapter we present an overview of the theory of nonuniform sampling. Examples of nonuniform sampling include the loss of one or more samples from a sampled signal, uniform sampling with jitter, and periodic nonuniform sampling. ¹

One might argue that nonuniform sampling is the natural way for the discrete representation of a continuous-time signal. For example, consider a non-stationary signal with high instantaneous frequency components in certain time intervals and low instantaneous frequency components in others. It is more efficient to sample the low frequency regions at a lower rate than the high frequency regions. This implies that with fewer samples per interval, one might approximate a signal with appropriate nonuniform samples. In general, fewer samples mean data compression: i.e., it signifies less memory and processing time for a computer and faster transmission time and/or lower bandwidth for digital transmission. This observation is an underlying reason for some vocoders in speech data compression application, ² sample-data control, antenna design. ³ nonuniform tap delay lines and filter design from nonuniform samples in the frequency domain. Another potential application is in the area of error correction codes, where oversampling and discarding the erased or erroneous samples is a potential alternative to error correcting codes [632]. Nonuniform sampling recon-

¹In each period there is a finite number of nonuniform samples which are repeated in other intervals. Therefore, periodic nonuniform samples can be regarded as a combination of a finite number of uniform samples.

²A voiced sound can be represented by three or four formants which are nonuniformly spaced in the frequency domain.

³In fact, the classical paper by Yen in 1956 [980] was motivated by antenna design considerations reported by the same author in another paper [981].
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Various authors have proposed sufficient conditions for \( \{t_n\} \) [541, 84]. Lemma 1 implies the following important corollary:

**Corollary 1** If the average sampling rate of a set of sample location \( \{t_n\} \) is higher than the Nyquist rate, the samples uniquely specify the signal and \( \{t_n\} \) is a sampling set.

**Proof** The average density of zero-crossings (real zeros) of a signal band-limited to \( W \) is always less than or at most equal to the Nyquist rate \( (2W) \) for deterministic [903] and random signals [764]. The sampling positions, therefore, cannot be the zero-crossings of a signal band-limited to \( W \). From Lemma 1, we conclude that the samples are a sampling set. This has been proved by Beutler [85] in a different way for both deterministic and random signals.

Another interesting observation is that even if the average sampling rate is less than the Nyquist rate, if \( \{t_n\} \) is a sampling set, the reconstruction is unique. \(^4\) This fact has no parallel in the uniform sampling theory [85].

### 4.2.1 Lagrange Interpolation

To find an interpolation function corresponding to nonuniform samples, we look at \( \{e^{j\omega t_n}\} \) as a basis function in the frequency domain [85, 391]. The basis function \( \{e^{j\omega t_n}\} \) is complete if any signal band-limited to \( W \) can be represented in the frequency domain as

\[
X(f) = \sum_{n=-\infty}^{\infty} c_n e^{j\omega t_n}, \quad |f| \leq W. \tag{4.2.1}
\]

The inverse Fourier transform of (4.2.1) is

\[
x(t) = \sum_{n=-\infty}^{\infty} c_n \text{sinc}[2W(t-t_n)], \tag{4.2.2}
\]

where \( c_n \) is the inner product of \( x(t) \) with another function \( \Psi_n(t) \) — which is called the biorthogonal of \( \text{sinc}[2W(t-t_n)] \), i.e., [391]

\[
c_n = \int_{-\infty}^{\infty} x(t) \Psi_n(t)dt, \tag{4.2.3}
\]

where

\[
\int_{-\infty}^{\infty} \Psi_k(t) \text{sinc}[2W(t-t_n)]dt = \begin{cases} 1, & k = n \\ 0, & k \neq 0. \end{cases}
\]

\(^4\) Notice that for the case of undersampling, no band-limited signal with a bandwidth smaller than or equal to \( W \) can be found where \( \{t_n\} \) is a subset of its zeros.
The problem with (4.2.2) is that \( c_n \) is not in sampling form, i.e., \( c_n \neq x(t_n) \) except when \( t_n = nT \). Equation (4.2.2) can be written in the sampling representation as

\[
x(t) = \sum_{n=-\infty}^{\infty} x(t_n) \Psi_n(t).
\]

(4.2.4)

The above equation can be proved by multiplying both sides by \( \text{sinc}[2W(t-t_k)] \) and then integrating both sides. By invoking the Parseval relationship and the definition of the bi-orthogonal function in (4.2.3), Eq. (4.2.4) is verified. The above equation cannot be of any practical use unless some criteria can be found on \( \{t_n\} \) guaranteeing that \( \{e^{j\omega t_n}\} \) is indeed a complete basis for the band-limited signal in the frequency domain. Our previous discussion (Lemma 1) that the sampling set \( \{t_n\} \) cannot be the zero-crossings of another band-limited signal (with the proper bandwidth) also guarantees that \( \{e^{j\omega t_n}\} \) is a complete basis function. Another hurdle is the explicit evaluation of \( \Psi_n(t) \) from \( \text{sinc}[2W(t-t_n)] \). An explicit \( \Psi_n(t) \) is not known for a general sampling set \( t_n \). But if we limit \( t_n \) around \( nT \) (where \( T = \frac{1}{2W} \) at the Nyquist rate) such that \[465\]

\[
|t_n - nT| \leq D < \frac{T}{4}, \quad n = 0, \pm 1, \pm 2, \ldots
\]

(4.2.5)

then \( \{e^{j\omega t_n}\} \) is a basis for band-limited signals in the frequency domain,\(^5\) and \( \Psi_n(t) \) can be shown to be the Lagrange interpolation function \[698\]

\[
\Psi_n(t) = \frac{H(t)}{H'(t_n)(t-t_n)},
\]

(4.2.6)

\( \Psi_n(t) = 1, \text{ and } \Psi_n(t_k) \neq 0 \text{ for } k \neq n, \)

where

\[
H(t) = (t-t_0) \prod_{k=-\infty, k \neq 0}^{\infty} \left( 1 - \frac{t}{t_k} \right).
\]

(4.2.7)

Condition (4.2.5) guarantees the convergence of (4.2.6).\(^6\) \( H(t) \) cannot be a band-limited function; however, \( \Psi_n(t) \) is a band-limited interpolation function as explained by Requicha \[758\]. The \( \Psi_n(t) \) functions, unlike \( \text{sinc} \) functions, have their maximum at \( t \neq t_n \). This might create a dynamic range problem when \( t_n - t_{n-1} \) is large \[480\]. In general, \( H(t) \) may not have a closed form; however, under certain conditions, \( H(t) \) can be written explicitly in a closed form. For some examples, see Higgins \[391\]. If one replaces the sampling set \( \{t_n\} \) by a finite set, say \( \{t_n; 0 \leq n \leq N\} \), one derives the classical Lagrange interpolation of polynomials of degree less than or equal to \( N \). Hence, (4.2.4) and (4.2.6) can be considered as the generalized Lagrange interpolation.

If condition (4.2.5) is not satisfied but \( t_n \) is higher than the Nyquist rate on the average and satisfies

\[
|t_n - nT| < L < \infty, \quad |t_n - t_m| > \delta > 0, \quad n \neq m.
\]

(4.2.8)

then the Lagrange interpolation - (4.2.4) and (4.2.6)- is still valid but the product in (4.2.7) does not converge. However, the following product converges pointwise and uniformly:

\[
H(t) = e^{at}(t-t_0) \prod_{k \neq 0} \left( 1 - \frac{t}{t_k} \right)e^{\frac{t}{t_k}},
\]

(4.2.9)

where

\[
a = \sum_{k \neq 0} \frac{1}{t_k}.
\]

(4.2.10)

The omission of a finite number of samples does not change the uniqueness, and (4.2.9) is still valid.

The above Lagrange interpolation provides a general interpolation for any sampling scheme. Indeed, many interpolating functions can be shown to be special cases of (4.2.4), (4.2.6) and (4.2.9). The following examples illustrate this point.

- **Uniform Sampling Interpolation**

The well-known Shannon sampling theorem can be derived from the Lagrange interpolation by taking the sampling set \( \{t_n\} \) to be \( \{nT\} \). In this case, the product in (4.2.7) converges to \( \frac{T}{\pi} \sin(\frac{\pi t}{T}) \). Equation (4.2.6) becomes \[500\]

\[
\Psi_n(t) = \frac{(-1)^n \sin(\frac{n \pi t}{T})}{\frac{n \pi}{T}(t - nT)} = \sin\left( \frac{t}{T} - n \right).
\]

- **Kramer’s Generalized Sampling Theorem**

Let \( I = [a,b] \) be some finite closed interval and \( L_2 \) the class of square integrable functions over \( I \). Suppose that for a real \( t \), we have \[503\]

\[
x(t) = \int_I K(s,t)g(s)ds.
\]

(4.2.10)
where \( g(s) \) and \( K(s,t) \in L_2(I) \). If the sampling set \( \{t_n\} \) is such that 
\( K(s,t_n) \) forms a complete orthogonal set of functions in \( L_2(I) \), we have

\[
x(t) = \sum_{n=-\infty}^{\infty} x(t_n)S_n(t) \tag{4.2.11}
\]

where

\[
S_n(t) = \frac{\int_I K(s,t)K^*(s,t_n)ds}{\int_I |K(s,t_n)|^2ds}, \tag{4.2.12}
\]

where \( K^*(s,t) \) is the complex conjugate of \( K(s,t) \). A proof of the above interpolation is to write \( g(s) \) in terms of the orthogonal functions \( K^*(s,t_n) \), i.e.,

\[
g(s) = \sum_{n=-\infty}^{\infty} c_nK^*(s,t_n),
\]

where

\[
c_n = \frac{\int_I g(s)K(s,t_n)ds}{\int_I |K(s,t_n)|^2ds} = \frac{x(t_n)}{\int_I |K(s,t_n)|^2ds}.
\]

By multiplying the above equation by \( K(s,t) \) and formally integrating term by term, we obtain Eqs. (4.2.11) and (4.2.12) [440].

Zayad, Ilinski and Butzer have recently shown that Kramer's interpolation can be represented by Lagrange interpolation when the kernel \( K(s,t) \) arises from a Sturm-Liouville boundary-value problem [999].

- **Bessel Interpolation**

Candidates for orthogonal basis functions in Kramer sampling interpolation are Bessel functions. If the function \( x(t) \) is the Hankel (Bessel) transform

\[
x(t) = \int_I sJ_m(st)X(s)ds.
\]

where \( I \) implies that \( x(t) \) is \( J_m \)-Bessel band-limited to the interval \( I = [0,W] \), the interpolation function is

\[
x(t) = \sum_{n=-\infty}^{\infty} x(t_n)\frac{J_m(t)}{(t_n-t)J_{m+1}(t_n)}, \tag{4.2.13}
\]

where \( J_m(t) \) is the \( m \)th-order Bessel function of the first kind and \( \{t_n\} \) are the zero-crossings of \( J_m(t) \). For extensions to sampling at \( t_n \) with derivatives, see Jerri [440].

4. Nonuniform Sampling

To derive the above equation from Lagrange interpolation, we know that the zero-crossings of \( J_m(t) \) satisfy the sufficiency condition [940] given in (4.2.5). Therefore, \( H(t) \) in (4.2.7) can be modified as

\[
H(t) = t^m \prod_{k=-\infty, k \neq 0}^{\infty} \left( 1 - \frac{t}{t_k} \right)^m,
\]

where \( t^m \) is used because the Bessel function \( J_m(t) \) has an \( m \)th-order zero at \( t = 0 \). From Watson [940],

\[
H(t) = J_m(t)^2m\Gamma(m+1). \tag{4.2.14}
\]

where \( \Gamma \) is the Gamma function. Using \( J_{2k} = -J_{2k+1}(t_n) \), one can derive (4.2.13) from (4.2.6) and (4.2.14).

Rawn [754] has shown that a \( J_{2k} \) - Bessel band-limited signal can be expanded similarly to the Lagrange interpolation given in (4.2.4) and (4.2.6) provided that \( |t_n - (m - 1/4)| < 1/4 \) and \( t_n = -t_n, n = 1, 2, \ldots \). This verifies the statement by Zayed [999] that the Kramer sampling interpolation can be represented by Lagrange interpolation under certain conditions.

- **Migration of a Finite Number of Uniform Points**

Suppose in a uniform sampling scheme (sampled at the Nyquist interval \( T \)), \( N \) uniform samples are migrated to new positions \( \{t_1, \ldots, t_n\} \) [628]. Yen has given an explicit reconstruction (interpolation) formula which can be derived from the Lagrange interpolation, i.e., \( H(t) \) from (4.2.7) becomes [980]

\[
H(t) = \prod_{k=1}^{N} \left( 1 - \frac{t}{t_k} \right) \prod_{k=0, k \geq N}^{\infty} \left( 1 - \frac{t}{kT} \right) = \frac{\prod_{k=1}^{N} (1 - \frac{t}{t_k}) \sin(\frac{2\pi t}{T})}{\prod_{k=1}^{N-1} (1 - \frac{t}{kT})}.
\]

The following relations are derived if the above equation is substituted in (4.2.6), viz.,

\[
x(t) = \sum_{m=-\infty}^{\infty} x(t_m)\psi_m(t). \tag{4.2.15}
\]

where \( t_m \) is equal to the nonuniform instances when \( 1 \leq m \leq N \) and is equal to \( mT \) otherwise; \( \psi_m(t) \) is the interpolating function and is given by

\[
\psi_m(t) = \begin{cases} \prod_{k=1}^{m} (t-t_k) \prod_{k=1}^{N} (mT-t_k) \frac{\sin(\frac{\pi t}{2})}{\sin(\frac{\pi t_m}{2})} & m \leq 0 \\ \prod_{k=m+1}^{N} (t-t_k) \prod_{k=1}^{m} (mT-t_k) \frac{\sin(\frac{\pi t}{2})}{\sin(\frac{\pi t_m}{2})} & m > N \end{cases}\tag{4.2.16}
\]

\[
\prod_{k=1}^{N} (mT-t_k)^{N-m} \sin(\frac{\pi t}{2}) \sin(2\pi m \frac{t_m}{T}) \leq m \leq N.
\]
Yen proved the above interpolation from the uniform sampling theorem [980].

When all the uniform samples, \( x(t_m); \ m \leq 0, m > N \) are zero, the interpolation function (4.2.16) represents a band-limited function interpolated over \( N \) nonuniform samples in an interval of \( NT \) having uniform zeros outside the interval, Eq. (4.2.15) becomes

\[
x(t) = \sum_{m=1}^{N} x(t_m) \psi_m(t).
\]  

The interpolation over \( N \) nonuniform samples is not unique. Yen used a “minimum energy” signal criterion for unique interpolation. An interpolating function on \( N \) nonuniform samples with minimum energy (\( \int_{-\infty}^{\infty} x^2(t)dt \)) is

\[
\psi_m(t) = \sum_{q=1}^{N} \alpha_{qm} \text{sinc}[2W(t - t_q)],
\]  

where \( \alpha_{qm} \)'s are the elements of the inverse of a matrix whose elements are

\[
\text{sinc}[2W(t_m - t_q)], \quad m, q = 1, 2, \ldots, N.
\]

Chen and Allebach [207] showed that this interpolation is a minimum mean-squared estimate. Applying the projection theorem, Yeh and Stark [979] and Calvagio and Munson [186] have shown the optimality of Yen's interpolation in the sense of Mean Square Error (MSE).

- Sampling with a Single Gap in an Otherwise Uniform Distribution

Let us take the special case as shown in Fig. 4.1, i.e.,

\[
t_n = \begin{cases}
+nT, & n \leq 0 \\
\Delta + nT, & n > 0
\end{cases}
\]

If \( \Delta < T \), then \( x(t) \) is uniquely specified. The interpolation function is

\[
x(t) = \sum_{n=\infty}^{\infty} x(t_n) \psi_n(t),
\]  

where

\[
\psi_n(t) = \frac{(-1)^n \Gamma(2W \Delta + n)}{\Gamma(2Wt) \Gamma[2W(\Delta - t)]} \prod_{q=1}^{N} \frac{(n + 2Wt)^{-1}}{(n + 2W(\Delta - t))^{-1}}, \quad n \leq 0
\]

\[
\psi_n(t) = \frac{(-1)^n \Gamma(2W \Delta + n)}{\Gamma(2Wt) \Gamma[2W(\Delta - t)]} \prod_{q=1}^{N} \frac{(n + 2Wt)^{-1}}{(n + 2W(\Delta - t))^{-1}}, \quad n > 0.
\]  

where \( \Gamma \) denotes the Gamma function.

Yen [980] actually proved the above theorem using uniform sampling theory and solving a set of infinite linear equations. However, Eq. (4.2.19) can be also derived from Lagrange interpolation (4.2.9) although the derivation is not as obvious.

- Periodic Nonuniform Sampling

For a given set of \( N \) delays, \( \tau_k \), let the sampling times be as illustrated in Fig. 4.2, i.e.,

\[
t_{nk} = nNT + \tau_k, \quad n = 0, \pm 1, \pm 2, \ldots, \quad k = 1, 2, \ldots, N.
\]

The interpolation formula is

\[
x(t) = \sum_{n=-\infty}^{\infty} \sum_{k=1}^{N} f(t_{nk}) \psi_{nk}(t).
\]  

\[
\psi_{nk}(t) = \frac{(-1)^k \Gamma(2W \Delta + n)}{\Gamma(2Wt) \Gamma[2W(\Delta - t)]} \prod_{q=1}^{N} \frac{(n + 2Wt)^{-1}}{(n + 2W(\Delta - t))^{-1}}, \quad n \leq 0
\]

\[
\psi_{nk}(t) = \frac{(-1)^k \Gamma(2W \Delta + n)}{\Gamma(2Wt) \Gamma[2W(\Delta - t)]} \prod_{q=1}^{N} \frac{(n + 2Wt)^{-1}}{(n + 2W(\Delta - t))^{-1}}, \quad n > 0.
\]  

where \( \Gamma \) denotes the Gamma function.
where
\[
\psi_{nk} = \frac{N \prod_{l=1}^{N} \sin \frac{2\pi W}{N} (t - t_{nl})}{2\pi W (t - t_{nk}) \prod_{l=1, l \neq k}^{N} \sin \frac{2\pi W}{N} (\tau_k - \tau_l)}.
\] (4.2.22)

Unlike the sinc function, \(\psi_{nk}\) does not take its maximum at the sampling times; but rather it attains its maximum between nonuniform samples.

The above equation can be derived from the Lagrange interpolation, i.e., we can write \(H(t)\) in (4.2.7) as (see Fig. 4.2)
\[
H(t) = \prod_{k=-\infty}^{\infty} \left( 1 - \frac{t}{t_k} \right), \quad t_0 \neq 0.
\] (4.2.23)

or
\[
H(t) = \prod_{|k|=0,2N,\ldots} (1 - \frac{t}{t_k}) \prod_{|k|=1+2N,1+2N,\ldots} (1 - \frac{t}{t_k}) \prod_{\ldots}.
\] (4.2.24)

Each product in (4.2.24) converges to
\[
K_k \sin \frac{2\pi W}{N} (t - \tau_k),
\] (4.2.25)

where \(K_k\) is a scale factor equal to \(K_k = -[\sin(\frac{2\pi W}{N} t_k)]^{-1}\), which can be determined from \(H(0) = 1\). Hence, Eq. (4.2.24) can be written as
\[
H(t) = K \prod_{k=0}^{N-1} \sin \frac{2\pi W}{N} (t - \tau_k).
\] (4.2.26)

where \(K = \prod_{k=0}^{N-1} K_k\). From (4.2.26) we can find \(\hat{H}(t_n)\), i.e.,
\[
\hat{H}(t_n) = \frac{K \cdot 2\pi W}{N} \prod_{k \neq n} \sin 2\pi W (t_n - \tau_k).
\] (4.2.27)

Equation (4.2.6) then becomes
\[
\psi_n(t) = \frac{N \prod_{k=0}^{N-1} \sin 2\pi W (t - \tau_k)}{2\pi W (t - t_n) \prod_{k \neq n} \sin 2\pi W (t_n - \tau_k)}.
\] (4.2.28)

A comparison of (4.2.28) with (4.2.22) shows that these two interpolating functions are equivalent.

Papoulis [707] has derived (4.2.22) from the generalized sampling function (see Marks [500] for an extensive discussion on Papoulis’ generalized sampling). The periodic nonuniform samples are regarded as \(N\) different uniform samples of \(x(t)\) interlaced in time (bunched samples). For the special case when \(N = 2\) and \(\tau_1 = -\tau_2 = \tau\), the following relationship is derived:
\[
x(t) = \frac{\cos 2\pi W \tau - \cos 2\pi W t}{2\pi W \sin 2\pi W \tau} \times \sum_{n=-\infty}^{\infty} \left[ x(2nT + \tau) - x(2nT - \tau) \right] \left( \frac{t - 2nT - \tau}{t - 2nT + \tau} \right).
\] (4.2.29)

Using Papoulis’ powerful method, one can generalize (4.2.21) and (4.2.22) to a combination of periodic nonuniform samples of a signal at instances \(t_k\) and samples of \(N - 1\) derivatives at the same instances taken at \(\frac{1}{N}\) times the Nyquist rate. Another application of Papoulis’ generalized sampling theorem is a nonuniform scheme interlaced among the and a combination of \(n\)'th order derivative samples. Cheung et al. [215, 590] have shown that such kinds of sampling under the umbrella of Papoulis generalized sampling theorem might be severely sensitive to noise (i.e., ill-posed) at the Nyquist rate. They have found out that, in certain cases, by oversampling, the sensitivity to noise goes away.

4.2.2 Interpolation from Nonuniform Samples of a Signal and Its Derivatives

The interpolation of a band-limited signal from the samples of the signal and its derivatives was known back in 1960s [545]. Recently, Rawen [755] has shown an interpolation based on Lagrange interpolators: the theorem is as follows.

Let \(x(t)\) be band-limited with bandwidth \(W\) and let the samples of \(x(t)\) and its \(R - 1\) derivatives be known at \(t_n\). Let \(t_n\) be such that \(|t_n - nRT| < \frac{T}{4R}\). Then
\[
x(t) = \sum_{n=-\infty}^{\infty} \left[ x(t_n) + \left( 1 - \frac{t}{t_n} \right) x_1(t_n) \right.
\]
\[
+ \ldots + \left( 1 - \frac{t}{t_n} \right)^{R-1} x_{R-1}(t_n) \left[ \psi_n(t) \right]_t^{t_n} + \left[ \psi_n(t) \right]_t^{t_n}, \quad 0 \leq k \leq R - 1.
\] (4.2.30)

where \(\psi_n(t)\) is the Lagrange interpolator as defined in (4.2.6) and
\[
x_k(t_n) = \frac{(-1)^k \psi_n(t_n)}{k!} d^k \left[ x(t) \right]_{t=t_n}^{\psi_n(t)}.
\]

Convergence of the series in (4.2.30) is uniform on \((-\infty, \infty)\). For the case \(t_n = nTR\), (4.2.30) reduces to the uniform derivative sampling interpolation given by Linden and Abramson [545].
4.2.3 Nonuniform Sampling for Nonband-Limited Signals

We can show that certain classes of non-band-limited signals can be represented by a set of uniform samples violating the Nyquist rate (see, for example, Marvasti and Jain [629]). By the same token, there is a class of non-band-limited signals that can be represented uniquely by a set of nonuniform samples. We will discuss some special cases first and subsequently give a general theorem. Assume that a band-limited signal goes through a monotonic non-linear distortion, \( y(t) = f[x(t)] \). Although \( y(t) \) is a non-band-limited signal, it can be represented by nonuniform samples if \( t_n \) is a sampling set for the band-limited signal \( x(t) \). The reconstruction is shown in Fig. 4.3. Necessary and sufficient conditions for such non-band-limited signals have been established [629]. Another example is a set of non-band-limited signals generated by a time varying filter when the input is a band-limited signal. If the system has an inverse, then the samples of the output (the non-band-limited signal) are sufficient to reconstruct the signal. This non-band-limited signal is essentially a time-warped version of the band-limited signal. A non-linear time varying example is a frequency modulated signal that can be reconstructed from a set of samples that satisfy the Nyquist rate for the modulating band-limited signal, e.g., the zero-crossings of the FM signal [628].

Uniqueness of a non-band-limited finite energy signal (or in general an entire function) by a set of nonuniform samples has been discussed [758]. Basically, if the sampling set \( t_n \) cannot be the zero-crossings of a non-band-limited signal of finite energy (or an entire function of the same class), then the sampling set \( t_n \) uniquely represents the non-band-limited signal. This uniqueness theorem, however, does not give a constructive method of interpolation of the non-band-limited signal from its nonuniform samples.

An exact interpolation for a certain class of non-band-limited signals is possible and is the topic of the next section.

4.2.4 Jittered Sampling

By jittered samples, we mean nonuniform samples that are clustered around uniform samples either deterministically or randomly with a given probability distribution. This random jitter is due to uncertainty of sampling at the transmitter end. We will not consider the jitter of uniform samples at the receiver end due to channel delay distortion.

For deterministic jitter, Papoulis has proposed an interesting method for the recovery [701]. The problem is recovery of \( x(t) \) from the jittered samples, \( x(nT - \mu_n) \), where \( \mu_n \) is a known deviation from \( nT \). The main idea is to transform \( x(t) \) into another function \( g(\tau) \) such that the nonuniform samples at \( t_n = nT - \mu_n \) are mapped into uniform samples \( \tau = nT \). Consequently, \( g(\tau) \) can be reconstructed from \( g(nT) \) if \( g(\tau) \) is band-limited \( (W \leq \frac{1}{2T}) \). Now, \( x(t) \) can be found from \( g(\tau) \) if the transformation is one-to-one (Fig. 4.4). Let us take the one-to-one transformation as \( \tau = \tau - \theta(\tau) \),

\[
\theta(\tau) = \sum_{n=-\infty}^{\infty} \mu_n \text{sinc}[2\pi W_2(\tau - nT)].
\]

where \( \theta(\tau) \) is a band-limited function defined as

\[
g(\tau) = x[\tau - \theta(\tau)] \quad \Rightarrow \quad g(nT) = x[nT - \theta(nT)] = x(t_n).
\]
4. Nonuniform Sampling

4.2.6 Stability of Nonuniform Sampling Interpolation

By stability, we mean that a slight perturbation of nonuniform sample amplitudes due to noise leads to a bounded interpolation error \([516]\). The necessary and sufficient condition for nonuniform samples of a finite energy signal to be stable is \([976]\):

\[
E_x = \int |x(t)|^2 dt \leq C \sum_{n=-\infty}^{\infty} |x(t_n)|^2 , \tag{4.2.34}
\]

FIGURE 4.5: System model for an interpolator.

where \(x(t)\) is any signal band-limited to \(W\), and \(E\) and \(C\) are, respectively, the energy of \(x(t)\) and a finite positive constant. In order to see why Eq. (4.2.34) conforms to our definition of stability, let us take the error in the samples as \(e(t_n)\). The energy of the error signal, \(e(t)\), is small if the errors in the samples are small. This is because \(e(t)\) is a band-limited function derived from a linear interpolation such as Lagrange (4.2.4) (see Fig. 4.5). Therefore, \(e(t)\) satisfies (4.2.34), viz.,

\[
E_e = \int |e(t)|^2 dt \leq C \sum_{n=-\infty}^{\infty} |e(t_n)|^2 .
\]

Equation (4.2.34) may be derived from inequalities discussed by Duffin and Schaeffer \([270]\). Specifically, we can show that for a condition similar to (4.2.8), i.e.,

\[
\left\{ \begin{array}{l}
|t_n - nT| \leq L < \infty, \quad n = 0, \pm 1, \pm 2, \ldots, \\
|t_n - t_m| > \delta > 0, \quad n \neq m,
\end{array} \right.
\]

the following inequalities are valid:

\[
A \leq \sum_{n=-\infty}^{\infty} \frac{|x(t_n)|^2}{\int_{-\infty}^{\infty} |x(t)|^2 dt} \leq B . \tag{4.2.35}
\]

where \(A\) and \(B\) are positive constants which depend exclusively on \(t_n\) and the bandwidth of \(x(t)\). Equation (4.2.36) implies that under the condition (4.2.35), \(\sum_{n=-\infty}^{\infty} |x(t_n)|^2 \) cannot be zero or infinite. The exact value...
4. Nonuniform Sampling

The bi-frequency transfer function of the time varying system, \( h(t, \tau) \), is defined as a bivariate Fourier transform

\[
H(f, \lambda) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(t, \tau) e^{-j2\pi ft} e^{j2\pi \lambda \tau} dt \, d\tau. \tag{4.2.42}
\]

From (4.2.41), the bi-frequency transfer function for the interpolator becomes

\[
H(f, \lambda) = \int \int \sum_{n} g(t, t_n) \delta(\tau - t_n) e^{-j2\pi ft} e^{j2\pi \lambda \tau} dt \, d\tau. \tag{4.2.43}
\]

The above equation can be simplified as

\[
H(f, \lambda) = \sum_{n=-\infty}^{\infty} \Phi_n(f) \exp(j2\pi \lambda t_n), \tag{4.2.44}
\]

where \( \Phi_n(f) \) is the Fourier transform of \( g(t, t_n) \). Equations (4.2.41) and (4.2.44) are valid for any interpolating function including Lagrange interpolation. However, since the Lagrange interpolation is exact, i.e., \( y(t) = x(t) \) in the system shown in Fig. 4.5, we expect to get an impulse bi-frequency transfer function (\( H(f, \lambda) = \delta(f - \lambda) \)) because the output is given by

\[
Y(f) = \int X(\lambda) H(f, \lambda) d\lambda. \tag{4.2.45}
\]

In order to see this, from (4.2.39), we write (4.2.43) as

\[
H(f, \lambda) = \int_{-\infty}^{\infty} e^{-j2\pi ft} \int_{-\infty}^{\infty} \Psi_n(t) e^{j2\pi \lambda t_n} dt. \tag{4.2.46}
\]

Since \( \Psi_n \) is an interpolating function for any signal band-limited to \( W \), we have

\[
\sum_{n} \Psi_n(t) \exp(j2\pi \lambda t_n) = \exp(j2\pi \lambda t). \quad \lambda \leq W. \tag{4.2.47}
\]

From Eq. (4.2.46) and (4.2.47), we conclude that

\[
H(f, \lambda) = \delta(f - \lambda). \tag{4.2.48}
\]

As an example, consider an ideal low-pass filter as an interpolator for a set of nonuniform samples. Then, \( g(t, t_n) \) in (4.2.41) becomes

\[
g(t, t_n) = \text{sinc}[2W(t - t_n)]. \tag{4.2.49}
\]

The bi-frequency transfer function can be derived from (4.2.43). The result is

\[
H(f, \lambda) = \sum_{n} \exp[j2\pi t_n(\lambda - f)]. \quad |f|. \quad |\lambda| < W. \tag{4.2.50}
\]
4. Nonuniform Sampling

The value of $G(f)$ is not known in general. It may resemble white noise or it may not be convergent at all. The above relationship implies that the spectrum of nonuniform samples might be totally smeared (aliased) in the frequency domain. This implies that we cannot use any linear time-invariant filter for signal recovery. Although the spectrum of the form $\sum_{n=-\infty}^{\infty} x(t_n)e^{j\omega t_n}$ seems to be totally smeared in the frequency domain, under some conditions we can determine the approximate shape of the spectrum. These conditions are related to the observation that jittered uniform samples, or nonuniform samples at a much higher rate than that of the Nyquist, can be low-pass filtered and the original signal can be recovered with negligible error. Before we look into the shape of the spectra of the samples, we develop a general theoretical background for future use.

Lemma 2 The spectrum of a finite number of nonuniform samples is bounded and continuous and belongs to the class of uniformly almost periodic (a.p.) functions 8.

Proof The spectrum of a finite number of nonuniform samples can be represented by

$$\sum_{k=1}^{N} x(t_k)e^{j\omega t_k}.$$ 

Since the above equation is a finite trigonometric polynomial, it is an almost periodic function [98].

Lemma 3 The spectrum of a set of infinite number of nonuniform samples of an $L^2$ band-limited signal that satisfy (4.2.8) and/or condition (4.2.5) is a bounded almost periodic function.

Proof If condition (4.2.8) is satisfied, Lagrange interpolation is possible.

8A function $f(t)$ is defined uniformly a.p. when, for every $\epsilon > 0$, there exists a relatively dense set of translation numbers $\tau$ of $f(x)$ corresponding to $\epsilon$ [98]. A translation number $\tau$ of $f(x)$ for each $\epsilon$ is defined as a real number such that $|f(t+\tau)-f(t)| \leq \epsilon$ for $-\infty < t < \infty$. The set $E$ of all real numbers $\tau$ that satisfy the above condition is called relatively dense if there are no arbitrary large gaps among $\tau$'s or, to be exact, if some length $L$ exists such that every interval $\alpha < t < \alpha + L$ of this length contains at least one number $\tau$ of the set $E$.

The fundamental theorem of a.p. functions states that the Fourier series of a.p. functions is given by

$$f(t) = \sum_{n=-\infty}^{\infty} a_n e^{j\omega_n t},$$ (4.3.1)

where $a_n = M[f(t)e^{j\omega_n t}] = \lim_{T \to \infty} \frac{1}{T} \int_{-T}^{T} f(t)e^{-j\omega_n t} dt$, $M[\cdot]$ is the mean operator and $\omega_n$'s are discrete real numbers.

---

4.3 Spectral Analysis of Nonuniform Samples and Signal Recovery

The spectrum of a periodic impulse train is well-known and is given below:

$$\sum_{n=-\infty}^{\infty} \delta(t - nT) \leftrightarrow \sum_{n=-\infty}^{\infty} e^{j\omega nT} = \frac{1}{T} \sum_{n=-\infty}^{\infty} \delta \left( f - \frac{n}{T} \right).$$

where $f = \frac{2\pi}{T}$. The above equation implies that the Fourier transform of a periodic impulse train is another periodic impulse train in the frequency domain. However, the spectrum of a set of nonuniform impulses, in general, is not another set of (uniform or nonuniform) impulses 7, i.e.,

$$\sum_{n=-\infty}^{\infty} \delta(t - t_n) \leftrightarrow \sum_{n=-\infty}^{\infty} e^{j\omega t_n} = G(f).$$

---

7The exception is periodic nonuniform samples. The spectrum consists of uniform but complex weighted impulses.
Therefore, the following relationship holds:
\[
x_s(t)\bar{\Phi}_n(t) = x(t_n)\delta(t - t_n),
\]
where \(x_s(t)\) is the set of impulsive nonuniform samples. The Fourier transform of (4.3.2) is
\[
X_s(f) = x(t_n)e^{-j2\pi ft_n},
\]
where \(X_s(f)\) and \(\Phi_n(f)\) are the corresponding Fourier transforms of \(x_s(t)\) and \(\bar{\Phi}_n(t)\). From (4.3.3), we deduce that \(X_s(f)\) is either a distribution function or a bounded function since \(\Phi_n(f)\) is a band-limited function and is zero when \(|f| > W\). However, the set of samples of an \(L^2\) band-limited signal that satisfies (4.2.8) is a square summable sequence as shown in (4.2.36). This fact implies that \(X_s(f)\) belongs to the space of signals of finite energy over any finite interval [286].

**Theorem 1 (Reisz-Fischer)** To any series \(\sum_n x(t_n)e^{j2\pi ft_n}\) for which \(\sum_n |x(t_n)|^2\) converges, there corresponds an almost periodic function which converges in the mean \((B^2\; a.p.)\).

**Proof** See the reference book by Besicovitch [83].

Now, we can discuss the extension of the Parseval theorem to nonuniform samples.

### 4.3.1 Extension of the Parseval Relationship to Nonuniform Samples

The Poisson Sum Formula for uniform samples is given by
\[
\sum_{n=-\infty}^{\infty} |x(nT)|^2 = \frac{1}{T} \sum_{i=-\infty}^{\infty} |X(i/T)|^2,
\]
where \(\{x(nT)\}\) are samples of a real signal and \(\{X(i/T)\}\) are samples of the Fourier transform \(X(f)\). The above equation reduces to the following when \(\frac{1}{T} \geq 2W\), where \(W\) is the bandwidth of \(x(t)\),
\[
\sum_{n=-\infty}^{\infty} |x(nT)|^2 = \frac{1}{T} \int_{-\infty}^{\infty} |x(t)|^2\;dt = \frac{1}{T} \int_{-W}^{W} |X(f)|^2\;df.
\]
The above equation is the same as the Parseval relation for discrete signals when \(e^{j2\pi f}\) is used instead of \(f\). For the extension of the Poisson Sum Formula to nonuniform samples, see Marvasti [607].

This reference discusses the nonuniform sampling set that follows the zero-crossings of an FM signal or the nonuniform positions of a pulse position modulated signal.

### 4. Nonuniform Sampling

It is our objective to show the Parseval relationship for a general stable sampling set \(t_n\) that satisfies condition (4.2.8) and hence (4.2.5). We would like to show that
\[
\sum_{n=-\infty}^{\infty} |x(t_n)|^2 = \frac{1}{T} \int_{-\infty}^{\infty} x(t)x_{lp}(t)\;dt = \frac{1}{T} \int_{-\infty}^{\infty} X(f)X_{lp}(f)\;df,
\]
where \(x_{lp}(t)\) is the low-pass filtered version of the nonuniform samples, \(T = \frac{2W}{X_{lp}(f)}\), and \(X_{lp}(f)\) is the corresponding Fourier transform.

**Proof** \(x_{lp}(t)\) is obtained by the following interpolation:
\[
x_{lp}(t) = \sum_n x(t_n)\text{sinc}[2W(t - t_n)].
\]
The Fourier transform of (4.3.5) is
\[
X_{lp}(f) = TX_s(f)\prod \left(\frac{f}{2W}\right),
\]
where \(X_s(f)\) is the Fourier transform of the ideal nonuniform samples (the Fourier transform exists because of Lemma 3) and \(\prod(\frac{f}{2W})\) is an ideal low-pass filter with a bandwidth of \(W\). Substituting (4.3.6) into (4.3.4), we get
\[
\frac{1}{T} \int_{-\infty}^{\infty} X(f)X^*_{lp}(f)\;df = \int_{-\infty}^{\infty} X(f)X^*_s(f)\prod \left(\frac{f}{2W}\right)\;df = \int_{-\infty}^{\infty} X(f)X^*_s(f)\;df.
\]
After invoking the Parseval theorem for \(L^2\) signals, Eq. (4.3.7) becomes
\[
\int_{-\infty}^{\infty} X(f)X^*_s(f)\;df = \int_{-\infty}^{\infty} x(t)\sum_{n=-\infty}^{\infty} x(t_n)\delta(t - t_n)\;dt = \int_{-\infty}^{\infty} \sum_{n=-\infty}^{\infty} |x(t_n)|^2\delta(t - t_n)\;dt = \sum_{n=-\infty}^{\infty} |x(t_n)|^2.
\]
and we have proved Eq. (4.3.4). The Parseval relationship for uniform samples is also a special case of Eq. (4.3.7) and (4.3.8) since \(X_{lp}(f) =\)
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\[ \Pi \left( \frac{f}{2W} \right) X_s(f) = X(f), \text{ for } \frac{1}{T} > 2W \text{ and} \]
\[ \frac{1}{T} \int_{-\infty}^{\infty} X(f)X_{ip}(f)df = \frac{1}{T} \int_{-\infty}^{\infty} X(f)X^*(f)df \]
\[ = \frac{1}{T} \int_{-\infty}^{\infty} |X(f)|^2 df. \quad (4.3.9) \]

That is, for any set of uniform or nonuniform samples which satisfy condition (4.2.8) and/or (4.2.5), we have
\[ \sum_{n=-\infty}^{\infty} |x(t_n)|^2 = \int_{-W}^{W} X(f)X_s(f)df \]
\[ = \frac{1}{T} \int_{-W}^{W} X(f)X_{ip}(f)df \]
\[ = \frac{1}{T} \int_{-\infty}^{\infty} x(t)x_{ip}(t)dt. \]

4.3.2 Estimating the Spectrum of Nonuniform Samples

The Fourier series expansion of nonuniform samples can be derived as follows:
\[ x_s(t) = x(t)x_p(t). \quad (4.3.10) \]

where
\[ x_p(t) = \sum_k \delta(t-t_k). \quad (4.3.11) \]

From the theory of generalized functions, we can write
\[ \delta(t-t_k) = |\hat{g}(t)|\delta(g(t)). \quad (4.3.12) \]

provided that \( g(t_k) = 0, \hat{g}(t_k) \neq 0 \) and \( g(t) \) has no other zeros than \( t_k \). One possible \( g(t) \) can be written as
\[ g(t) = t - kT - \theta(t). \quad (4.3.13) \]

where \( \theta(t) \) is any function such that
\[ g(t_k) = t_k - kT - \theta(t_k) = 0. \]

i.e., \( \theta(t_k) = t_k - kT \) is the deviation of the samples from the uniform positions. From (4.3.12) and (4.3.13), we get
\[ \delta(t-t_k) = |1 - \hat{\theta}(t)|\delta(t-kT-\theta(t)). \quad (4.3.14) \]

provided that \( 1 \neq \hat{\theta}(t) \) (see Marvasti and Lee [633] for the sufficient condition that assures \( \hat{\theta}(t) \) is not equal to 1). Substituting (4.3.14) in (4.3.11), we get
\[ x_p(t) = |1 - \hat{\theta}(t)| \sum_{k=-\infty}^{\infty} \delta[\Phi - kT], \quad (4.3.15) \]

where \( \Phi = t - \theta(t) \). The Fourier expansion of (4.3.15) in terms of \( \Phi \) is
\[ x_p(t) = |1 - \hat{\theta}(t)| \frac{1}{T} \sum_{k=-\infty}^{\infty} e^{jk\frac{2\pi}{T} \Phi} \]
\[ = \frac{1}{T} [1 - 2 \sum_{k=1}^{\infty} \cos \left( \frac{2\pi kT}{T} - \frac{2\pi k\theta(t)}{T} \right)]. \quad (4.3.16) \]

Equation (4.3.16) reveals that \( x_p(t) \) has a DC component \( \frac{1 - \hat{\theta}}{T} \) plus harmonics that resemble phase modulated (PM) signals. The index of modulation is \( \frac{2\pi k}{T} \). The bandwidth is proportional to the index of modulation \( \frac{2\pi k}{T} \), the bandwidth of \( \theta(t) \) \( (\leq \frac{3}{T}) \) and the maximum amplitude of \( \theta(t) \), which in our case is related to \( \theta(t_k) = t_k - kT \). The spectrum of \( x_p(t) \) is sketched in Fig. 4.6 for the case \( 1 > \hat{\theta} \). The spectrum of nonuniform samples can be determined from (4.3.10) and (4.3.16) i.e.,
\[ x_s(t) = x(t)x_p(t) = x(t) \frac{1 - \hat{\theta}(t)}{T} \left[ 1 + 2 \sum_{k=1}^{\infty} \cos \left( \frac{2\pi kT}{T} - \frac{2\pi k\theta(t)}{T} \right) \right]. \quad (4.3.17) \]

The spectrum of (4.3.17) is sketched in Fig. 4.7 for the case \( 1 > \hat{\theta} \). Now if we...
the power spectrum of the original signal plus additive uncorrelated noise. It is instructive – for the purpose of spectral analysis and signal recovery – to model a general random sampling process as depicted in Fig. 4.8. This figure consists of the input signal \( x(t) \) (deterministic or a wide sense stationary continuous-time process band-limited to \( W \)) and the random point process \(^9\) (a non-zero mean wide sense stationary process) with \( \hat{s}(t) \) equal to the AC component and \( \hat{s} \) equal to the DC component. In Fig. 4.8, \( x_s(t) \) is the random sampled process. The impulse response \( h(t) \) in this figure is an ideal low-pass filter with a gain of 1 and a bandwidth of \( W \). This filter recovers the signal from the random samples \( x_s(t) \). The gain after the low-pass filter is a scale factor. Now, \( x_s(t) \) can be written as

\[
x_s(t) = \hat{s}x(t) + \hat{s}x(t)x(t) = \hat{s}x(t) + n(t).
\]

The above equation implies that the set of random samples is proportional to the original signal plus “additive noise.” It can be shown that if the point process has a Poisson or uniform probability distribution, the noise

\(^{9}\)By a point process we mean unit pulses or impulses at random instances \( t_k \).
4. Nonuniform Sampling

<table>
<thead>
<tr>
<th>Type of sampling</th>
<th>$P_x(f)$</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Impulsive</td>
<td>$p_x(f) + \frac{1}{\lambda} r_x(0)$</td>
<td>see 1</td>
</tr>
<tr>
<td>Rectangular</td>
<td>$p_x(f) + \frac{1}{\lambda} \text{sinc}^2 f \tau \ast P_x(f)$</td>
<td>see 1 and 2</td>
</tr>
<tr>
<td>Variable pulse width</td>
<td>$P_x(f) + \left[ \frac{2\lambda(1-p)}{p\lambda^2 + p(2\pi f)^2} \right] \ast P_x(f)$</td>
<td>see 3</td>
</tr>
<tr>
<td>Uniform sampling</td>
<td>$P_x(f) + \sum_{k \neq 0} P_x(f-k/T) + \frac{T(1-p)}{\pi} R_x(0)$</td>
<td>see 3</td>
</tr>
<tr>
<td>with skips</td>
<td>$P_x(f) + \sum_{k \neq 0} P_x(f-k/T)G(k\tau/T) + H(f)$</td>
<td>see 4</td>
</tr>
</tbody>
</table>

TABLE 4.1: Power spectrum of random samples of $x(t)$.

Comments:

1. Poisson or uniform distribution: $\lambda$ is the average number of pulse/unit time, $x$ is a band-limited signal, $P(f)$ is the power spectrum and $R(0)$ is the total signal power.
2. $\tau$ is the pulse width.
3. $p$ is the probability of having a pulse.
4. $G(f)$ is the characteristic function (Fourier transform of the probability density) of jitter. $H(f)$ is equal to $T|G(f\tau) - |G(f\tau)|^2 \ast P_y(f)|$.  

If $x(t)$ is deterministic, then $P_x(f) = |X(f)|^2$.  

the model of Fig. 4.8 has a DC component. Therefore, any point process such as alternately reversed pulses would lose the signal component $P_x(f)$. In summary, we have shown that nonuniform or random samples of a signal consist of the signal component and a noise term. Thus in the frequency domain, we generally expect the original signal to be corrupted by noise. This observation leads to practical reconstruction methods to be discussed in the next section.

4.4 Discussion on Reconstruction Methods

There are several methods for signal recovery. We shall only discuss the most promising ones, namely, the non-linear technique and the iterative technique discussed in [628].

4.4.1 Signal Recovery Through Non-Linear Methods

Equation (4.3.19) reveals that, by low-pass filtering the nonuniformly spaced samples, we get the original signal plus an additive distortion. Comparing (4.3.19) to (4.3.18), we conclude that simple division yields a good estimate of the signal. The reconstruction procedure is depicted in Fig. 4.10. As a special case of nonuniform sampling, we have considered a set of uniform samples where some of the samples are lost. Simulating this special set of nonuniform samples for speech signals, we have obtained impressive results [624]. The signal to noise ratio for a recovered speech signal from lost samples is shown in Fig. 4.11.

The dotted line is the recovered signal using low-pass filtering as an interpolator; the solid line is the improved signal to noise (S/N) ratio using the non-linear technique illustrated in Fig 4.10.

4.4.2 Iterative Methods for Signal Recovery

An iterative procedure has been proposed by Wiley [956] which can recover a signal from a set of nonuniform pulses without any distortion after infinite iterations. This method is an extension of demodulation of wideband FM signals [954]. Each iteration improves the signal to distortion ratio. The iteration is based on the theorems of Duffin and Schaeffer [270] and Sandberg [789]. The extension of this method to ideal 11 nonuniform sampling [622, 623], and random sampling of a random process [611] has been done by the author. Here, we try to present a unified treatment for both nonuniform and random samples using the model illustrated in Fig. 4.8. The result of low-pass filtering the nonuniform (or random) samples (Eqs. (4.3.19) or (4.3.20)) is

$$z(t) = x(t) + e(t).$$

where $e(t)$ is the error term. Now, if the error norm is less than the signal norm, 13 the error norm can be reduced with additional iterations [610, 611]. The iterations are depicted in Fig. 4.12. For the case of power deterministic signals and random signals, the signal to noise ratio after $i$ iterations is

$$i \cdot \frac{S_i}{N_i} \text{ dB}. \quad (4.4.1)$$

Equation (4.4.1) shows that improvement is possible if $\frac{S_i}{N_i} > 0 \text{ dB}$. For instance, for Poisson random sampling, at the output of the low-pass filter.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig4_10}
\caption{A non-linear method for signal recovery from nonuniform samples.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig4_11}
\caption{A non-linear method for signal recovery from nonuniform samples.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig4_12}
\caption{A non-linear method for signal recovery from nonuniform samples.}
\end{figure}

11 Other forms of sampling such as sample-and-hold, flat top sampling, and natural sampling are also considered.

12 After proper scaling by $T$ for the deterministic case and $1/h$ for the random case.

13 For deterministic energy signals, $E_x = ||e||^2 = \int_{-\infty}^{\infty} e^2(t) dt$ and for random power signals $S_x = ||e||^2 = E[e^2(t)]$. 
shown in Fig. 4.8, we have (from (4.3.23))

$$\frac{S}{N} = \frac{\lambda}{2W}. \quad (4.4.2)$$

We deduce from (4.4.2) that the average sampling rate should be greater than the Nyquist rate. The above analysis gives a unified treatment to both deterministic nonuniform and random sampling. It also accommodates impulsive and other types of sampling ($s(t) = s(t)+\delta$ in the sampling model of Fig. 4.8 is valid for any pulse shape sampling).

For deterministic nonuniform sampling, the iterative method converges if set $t_n$ is relatively separable, i.e.,

$$(t_{n+1} - t_n) \geq d > 0$$

and

$$|(t_n - nT)| < L.$$ 

where $T$ is the average Nyquist interval and $d$ and $L$ are real positive numbers. The above conditions are sufficient for $\{t_n\}$ to satisfy (4.2.36) and be a stable sampling set (Eq. 4.2.34). This stability satisfies Sandberg’s inequalities, i.e., for any pair of band-limited square-integrable signals $x(t)$ and $y(t)$ [789], we have

$$\int_{-\infty}^{\infty} (Sx - Sy)(x - y)dt \geq k_1 \int_{-\infty}^{\infty} (x - y)^2 dt \quad (4.4.3)$$

and

$$\int_{-\infty}^{\infty} (PSx - PSy)^2 \leq k_2 \int_{-\infty}^{\infty} (x - y)^2 dt. \quad (4.4.4)$$

where $P$ is the band-limiting operator and $S$ is the sampling process. If (4.4.3) and (4.4.4) are satisfied, according to Sandberg’s theorem, we have

$$x(t) = \lim_{n \to \infty} x_n(t),$$

where

$$x_{n+1}(t) = \frac{k_1}{k_2} (PSx - PSx_n) + x_n, \quad (4.4.5)$$

and

$$x_0 = 0.$$ 

For simulation results, the reader is referred elsewhere [622, 623]. Some of the results are shown in Figs. 4.13-4.16 and Tables 4.II-4.IV. At rates lower than the Nyquist rate, the iterative method diverges.

The simulation is based on a low-pass signal band-limited to $W = 100$ Hz. The original signal and the ideal nonuniform samples, at the Nyquist rate, are shown in Fig. 4.13. The nonuniform samples are initially taken at the
TABLE 4.11: Mean square error at the Nyquist rate; the nonuniform samples are to within \( \frac{T}{4} \) intervals from uniform positions.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Variable S&amp;H</th>
<th>Constant S&amp;H</th>
<th>Ideal</th>
<th>Natural</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.864412e-1</td>
<td>4.365404e-1</td>
<td>1.580624e-1</td>
<td>5.428200e-1</td>
</tr>
<tr>
<td>1</td>
<td>2.684877e-2</td>
<td>9.017097e-2</td>
<td>2.535609e-3</td>
<td>1.208514e-1</td>
</tr>
<tr>
<td>2</td>
<td>4.488294e-3</td>
<td>2.132896e-2</td>
<td>1.746579e-2</td>
<td>2.655716e-2</td>
</tr>
<tr>
<td>3</td>
<td>1.975845e-3</td>
<td>6.128620e-3</td>
<td>1.607121e-3</td>
<td>6.746200e-3</td>
</tr>
<tr>
<td>4</td>
<td>2.217043e-3</td>
<td>2.903171e-3</td>
<td>1.575803e-3</td>
<td>3.343687e-3</td>
</tr>
<tr>
<td>5</td>
<td>2.644699e-3</td>
<td>2.641249e-3</td>
<td>1.522073e-3</td>
<td>3.220765e-3</td>
</tr>
<tr>
<td>6</td>
<td>2.940791e-3</td>
<td>3.070048e-3</td>
<td>1.475997e-3</td>
<td>3.551968e-3</td>
</tr>
<tr>
<td>7</td>
<td>3.122244e-3</td>
<td>3.567942e-3</td>
<td>1.439057e-3</td>
<td>3.817421e-3</td>
</tr>
<tr>
<td>8</td>
<td>3.233513e-3</td>
<td>3.977919e-3</td>
<td>1.411968e-3</td>
<td>3.975198e-3</td>
</tr>
<tr>
<td>9</td>
<td>3.305488e-3</td>
<td>4.280155e-3</td>
<td>1.392150e-3</td>
<td>4.059322e-3</td>
</tr>
<tr>
<td>10</td>
<td>3.356229e-3</td>
<td>4.491736e-3</td>
<td>1.378551e-3</td>
<td>4.101327e-3</td>
</tr>
</tbody>
</table>

Nyquist rate. The instances are chosen randomly such that \( |t_k - kT| < \frac{T}{4} \). This is a sufficient condition to ensure a stable sampling set. The reconstructed signal from the ideal nonuniform samples at the Nyquist rate is shown in Fig. 4.14 after 10 iterations. The mean square error (MSE) for the first 10 iterations is shown in Table 4.11 under the column "Ideal." If we relax the sufficient condition \( |t_k - kT| < \frac{T}{4} \), there is no guarantee that the sampling set converges at the Nyquist rate. For a specific sampling set that is to be within \( |t_k - kT| < \frac{T}{4} \), the iterative technique slowly converges: Fig. 4.15 shows the result after 10 iterations. 14 When the samples are totally random, we observe an even slower convergence as shown in Table 4.14. 15

Obviously, if the average sampling rate is higher than the Nyquist rate, the convergence is guaranteed 16 and is faster. For instance, at twice or
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\[ \text{Figure 4.22: The convergence is faster.} \]

\[ \text{Figure 4.23: The convergence is guaranteed.} \]

\[ \text{Figure 4.24: The iterative technique converges.} \]

\[ \text{Figure 4.25: The result after 10 iterations.} \]
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\[ \text{Figure 4.38: The convergence is faster.} \]

\[ \text{Figure 4.39: The convergence is guaranteed.} \]

\[ \text{Figure 4.40: The iterative technique converges.} \]

\[ \text{Figure 4.41: The result after 10 iterations.} \]
four times the Nyquist rate, from Table 4.III we can deduce that if the nonuniform samples are restricted to within \( T/3 \), where \( T \) is the Nyquist interval, we have a faster convergence after 10 iterations compared to the Nyquist sampling. This conclusion is also true for Table 4.IV where we sample randomly at twice or three times the Nyquist rate.

The reconstructed signal from the nonuniform samples with sample-and-hold (S & H- constant and variable width ) and the reconstructed signal from natural samples are listed in Table 4.II. This table shows that for the cases of ideal samples, the iteration converges slightly faster than other sampling schemes. For good signal recovery, 5 to 30 iterations are sufficient in most cases, depending on the sampling rate.

Another iterative method is shown by the method of projection onto convex sets [979]. This topic is treated separately in this volume in the chapter by Stark.

The iterative method can be used for interpolation of uniform samples when some of them are lost. The signal to noise ratio for this type of sampling (after low-pass filtering) can be evaluated from Table 4.1, i.e.,

\[
\frac{S_1}{N_1} = \frac{p}{2T(1-p)W},
\]

where \( p, T \) and \( W \) are, respectively, the probability of having a sample, the sampling interval and the signal bandwidth. At the Nyquist rate, \( T = \frac{1}{2W} \), we obtain

\[
\frac{S_1}{N_1} = \frac{p}{1-p}.
\]

From (4.4.1) we know that the iterative procedure can improve upon this process if \( \frac{S_1}{N_1} > 1 \), which implies \( p > \frac{1}{2} \). This analysis signifies that less than half the uniform samples (at the Nyquist rate) can be lost without any loss of information. The same iterative method can be used for uniform samples with time jitter.
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Linear Prediction by Samples from the Past

P.L. Butzer and R.L. Stens

5.1 Preliminaries

If a signal $f$ is band-limited to $[-\pi W, \pi W]$ for some $W > 0$, then $f$ can be completely reconstructed for all values of $t \in \mathbf{R}$ from its sampled values $f(k/W)$, $k \in \mathbf{Z}$, taken just at the nodes $k/W$, equally spaced apart on the whole $\mathbf{R}$, in terms of

$$f(t) = \sum_{k=-\infty}^{\infty} f\left(\frac{k}{W}\right) \frac{\sin \pi(Wt - k)}{\pi(Wt - k)} \quad (t \in \mathbf{R}).$$

(5.1.1)

This is the famous sampling theorem, often associated with the names of E. T. Whittaker (1915), V. A. Kotel’nikov (1933) and C. E. Shannon (1940/49). However, K. Ogura (1920), H. Raabe (1939) and I. Someya (1949) could just as well be associated with it. (Concerning the history of the sampling theory see, e.g. [177, 393, 179, 558, 353, 590].)

The samples in (5.1.1) are taken not only from the whole past but also from the future, relative to some time $t = t_0$. But in practice a function or signal $f$ is only known in the past, i.e., if $t_0$ is the present instance, then only the values $f(t)$ for $t < t_0$ are at one's disposal. So the question arises whether it is possible to reconstruct a signal $f$, at least in the band-limited case, from samples taken exclusively from the past of $t_0$. Obviously this is a problem of prediction or forecasting of a time-variant process. Although this problem is often treated in a statistical (or stochastical) frame, let us begin by considering it in a deterministic setting and later carry it over into a stochastic one.

One answer to this question is the following: If the signal $f$ is band-limited to $[-W \pi, W \pi]$, then for each $0 < T < 1$ one can find so-called predictor coefficients $a_{kn} \in \mathbf{R}$ such that $f$ can be uniquely determined.
from its samples taken at the instants $t_0 - T/W, t_0 - 2T/W, t_0 - 3T/W, \ldots$, in terms of

$$ f(t_0) = \lim_{n \to \infty} \sum_{k=1}^{n} a_{kn} f \left( t_0 - \frac{kT}{W} \right) \quad (t_0 \in \mathbb{R}). \quad (5.1.2) $$

This would yield the value of $f$ at the present instance $t = t_0$.

Here a new parameter comes into play, namely, $T$, which can be chosen arbitrarily from the interval $(0, 1)$. Obviously, the closer $T$ is to $1$ the wider apart are the sampling points $kT/W, k \in \mathbb{N}$. But in any case the sampling rate $T/W$ in (5.1.2) is strictly greater than the Nyquist rate $1/W$ in (5.1.1). Note that the limiting case $T = 1$ has to be excluded here; just apply (5.1.2) with $T = 1$ and $t_0 = 0$ to the function $(\sin \pi W t) / \pi W$.

Concerning the proof of (5.1.2), one turns to the frequency space and obtains by Schwarz's inequality that (see Section 5.2.1 for the definition of the Fourier transform $\mathcal{F}$)

$$ |f(t) - \sum_{k=1}^{n} a_{kn} f \left( t - \frac{kT}{W} \right)| = \left| \frac{1}{2\pi} \int_{-\pi W}^{\pi W} \mathcal{F}(v) e^{ivt} (1 - \sum_{k=1}^{n} a_{kn} e^{-ivkT/W}) dv \right| $$

$$ \leq \left\{ \int_{-\pi W}^{\pi W} |f'(v)|^2 dv \right\}^{1/2} \left\{ \frac{W}{2\pi T} \int_{-\pi T}^{\pi T} \left| 1 - \sum_{k=1}^{n} a_{kn} e^{ivT} \right|^2 dv \right\}^{1/2} \quad (5.1.3) $$

The problem of predicting band-limited signals from past samples amounts to that of approximating the constant function $1$ by (one-sided) trigonometric polynomials $\sum_{k=1}^{n} a_{kn} \exp(ikt)$ in the $L^2(-\pi T, \pi T)$-norm. By applying a result due to G. Szegö (1920) or a more general one due to N. Levinson (1940) one can show (see, e.g., [855, pp. 27, 28] or [275, p. 189ff.]) that for each $T$ with $0 < T < 1$ there exist coefficients $a_{kn}$ such that the latter integral in (5.1.3) tends to zero for $n \to \infty$ and hence (5.1.2) holds uniformly in $t_0 \in \mathbb{R}$.

Regarding the problem of the actual construction of the $a_{kn}$, the optimal solution would consist in trying to minimize the right-hand side of (5.1.3) for each fixed $n$. Using the orthogonality of the trigonometric system the optimal coefficients can be found to be the solutions of the linear system

$$ \sum_{k=1}^{n} a_{kn} \sin \pi (k-j)T / (k-j) = \sin \pi jT / j \quad (1 \leq j \leq n). \quad (5.1.4) $$

It is of Toeplitz structure [369] and there exist algorithms for computing the solution; see, e.g., [254]. However, since these have many handicaps, several authors sought to determine non-optimal coefficients $a_{kn}$.

5. Linear Prediction by Samples from the Past

Thus L. A. Wainstein and V. D. Zubakov [932] (1962) showed that (5.1.2) is valid with $a_{kn} \approx (-1)^{k+1} \binom{n}{k} (\cos \pi T)^k$; the coefficients now depend on $T$. Then W. Splettstößer [855, 851] (1981/82) extended this result even further, showing that (5.1.2) holds uniformly in $t_0 \in \mathbb{R}$ for $a_{kn} \approx (-1)^{k+1} \binom{n+k-1}{k} 4^{-k}$ with $0 < T < \frac{1}{\pi} \arccos \left( \frac{1}{8} \right) = 0.5399 \ldots$ This result improves the possible sampling rate in (5.1.2) to approximately twice the Nyquist rate, and the coefficients $a_{kn}$ are even independent of $T$. He also constructed predictor sums for larger $T$, namely, $1/2 < T < 2/3$, but the corresponding $a_{kn}$ are much more complicated and dependent on $T$. For a continuation of the foregoing approach of Splettstößer in the matter the reader is referred especially to Mugler and Splettstößer [604, 606, 605, 667]. The $T$-independent coefficients in the range $0 < T \leq 1/2$ have been derived [134]. A survey of the field has also been penned [170, pp. 35-43].

Now it is known that a function being band-limited is a rather restrictive condition. In fact, beginning with band-limited functions $f \in L^2(\mathbb{R})$, then $f$ can be extended to the complex plane as an entire function of exponential type $\pi W$, so it is extremely smooth. Further, such a function cannot be simultaneously duration limited and it is the latter class of functions which actually occurs in practice. The next question therefore is whether prediction can be carried out for functions that are not necessarily band-limited. In this respect Splettstößer [854] showed that if the $(r+1)$th derivative $f^{(r+1)}$ is uniformly continuous and bounded on $\mathbb{R}$, then

$$ \sup_{t \in \mathbb{R}} \left| f(t) - \sum_{k=1}^{n} (-1)^{k+1} \binom{n}{k} (\cos \pi T)^k f \left( t - \frac{kT}{W} \right) \right| $$

$$ = O \left( (1 + \cos \pi T)^n W^{r-1} + (\sin \pi T)^n \sqrt{W} \right) \quad (n, W \to \infty) \quad (5.1.5) $$

for each $0 < T < 1/2$. Since both terms on the right of (5.1.5) contain a factor tending to zero and one to infinity for $n, W \to \infty$, one has to choose $n$ independent of $W$ (or vice versa) such that both terms still tend to zero.

The disadvantages in the prediction procedures described so far are

(i) The sampling rates are just $T/W$ with $0 < T < 1$ instead of the Nyquist rate $1/W$.

(ii) The sample points depend on $t_0$ (or $t$), thus all the sample values have to be computed or measured anew when the series is evaluated for another $t_0$.

(iii) In the case of prediction of not necessarily band-limited functions the number of samples plus the distance between the sample points generally has to be appropriately regulated (recall (5.1.5)).

(iv) To improve the approximation of $f$ by the series in (5.1.2) or (5.1.5) the number $n$ of samples has to be increased.
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5.2 Prediction of Deterministic Signals

5.2.1 General Results

Concerning notations, let $\mathbb{R}$ be the real axis, $\mathbb{N}_0, \mathbb{N}, \mathbb{Z}$ be the sets of all non-negative integers, all naturals, and all integers, respectively. For an arbitrary finite or infinite subinterval $I \subset \mathbb{R}$, let $C(I)$ denote the space of all uniformly continuous and bounded functions $f: I \to \mathbb{R}$ endowed with the supremum norm $\|f\|_{C(I)} \equiv \sup_{t \in I} |f(t)|$, and $C^{(r)}(I) \equiv \{f \in C(I) : f^{(r)} \in C(I)\}$ for $r \in \mathbb{N}_0$. The space $C^{(0)}_0(\mathbb{R})$ consists of those $f \in C(\mathbb{R})$ which have compact support; $C^{(r)}_0(\mathbb{R})$ is defined analogously. If $g: \mathbb{R} \to \mathbb{R}$ is integrable over $\mathbb{R}$ with respect to Lebesgue measure (i.e., $g \in L^1(\mathbb{R})$), then its Fourier transform is defined by $\hat{g}(v) \equiv \int_{-\infty}^{\infty} g(u)e^{-iuv} \, du \quad (v \in \mathbb{R})$. Some elementary properties of the respective operational calculus are collected in the following lemma (cf. [159, Chapter 5]).

Lemma 1

a) For $g \in L^1(\mathbb{R})$ and $h \in \mathbb{R}$ there holds

$$[g(u+h)]^\circ(v) = e^{ivh}\hat{g}(v) \quad (v \in \mathbb{R}).$$

b) If $g \in L^1(\mathbb{R}) \cap C^{(r)}(\mathbb{R})$ is such that $g^{(r)} \in L^1(\mathbb{R})$ for some $r \in \mathbb{N}$, then

$$[g^{(r)}]^\circ(v) = (iv)^r\hat{g}(v) \quad (v \in \mathbb{R}).$$

c) If $g \in L^1(\mathbb{R})$ is such that $u^r g(u) \in L^1(\mathbb{R})$ for some $r \in \mathbb{N}$, then $\hat{g} \in C^{(r)}(\mathbb{R})$ and

$$[\hat{g}]^{(r)}(v) = [(-iu)^r g(u)]^\circ(v) \quad (v \in \mathbb{R}).$$

For $\varphi \in C^{(0)}_0(\mathbb{R})$ and $f: \mathbb{R} \to \mathbb{R}$ consider the sampling series

$$(S^\varphi_W f)(t) \equiv \sum_{k=-\infty}^{\infty} f\left(\frac{k}{W}\right)\varphi(Wt-k) \quad (t \in \mathbb{R}, W > 0). \quad (5.2.1)$$

Since $\varphi$ has compact support, the series consists of only a finite number of non-zero terms, namely, for those $k \in \mathbb{Z}$ for which $Wt - k$ belongs to the support of $\varphi$. It defines a continuous function of $t \in \mathbb{R}$ for each fixed $W > 0$. Moreover, one easily verifies that $\{S^\varphi_W\}_{W>0}$ is a family of bounded linear operators from $C(\mathbb{R})$ into itself with operator norm

$$\|S^\varphi_W\|_{C(\mathbb{R})} = m_0(\varphi) \quad (W > 0).$$

$m_r(\varphi)$ denoting the absolute sum moment of order $r \in \mathbb{N}_0$, namely,

$$m_r(\varphi) \equiv \sup_{u \in \mathbb{R}} \sum_{k=-\infty}^{\infty} |u - k|^r |\varphi(u - k)|.$$

We are interested in conditions on the kernel function $\varphi$ such that

$$\lim_{W \to \infty} (S^\varphi_W f)(t) = f(t) \quad (t \in \mathbb{R}). \quad (5.2.2)$$

In this respect one has:
Theorem 1 If \( \varphi \in C_0^0(\mathbb{R}) \) is such that
\[
\sum_{k=-\infty}^{\infty} \varphi(u-k) = 1 \quad (u \in \mathbb{R}), \tag{5.2.3}
\]
then there holds (5.2.2) for each function \( f: \mathbb{R} \to \mathbb{R} \) at each point \( t \in \mathbb{R} \) where \( f \) is continuous. Furthermore, the operator family \( \{S^p_W\}_{W>0} \) defines a strong approximation process on \( C(\mathbb{R}) \), i.e.,
\[
\lim_{W \to \infty} \|f - S^p_Wf\|_{C(\mathbb{R})} = 0 \quad (f \in C(\mathbb{R})). \tag{5.2.4}
\]

Proof In view of (5.2.3) one can estimate for any \( \delta > 0 \) and \( W > 0 \)
\[
|f(t) - (S^p_Wf)(t)| \leq \left( \sum_{|Wt-k|<\delta W} + \sum_{|Wt-k|\geq\delta W} \right) |f(t) - f\left(\frac{k}{W}\right)| |\varphi(Wt-k)|
\]
\( \equiv S_1 + S_2, \)
say. Since \( f \) is continuous at the point \( t \), to each \( \varepsilon > 0 \) there exists a \( \delta > 0 \) such that \( |f(t) - f(k/W)| < \varepsilon \) for all \( |t - k/W| < \delta \). This implies \( S_1 = \varepsilon m_0(\varphi) \). Now take \( \delta \) fixed. If \( W \) is so large that the support of \( \varphi \) is contained in \([-\delta W, \delta W]\), then \( S_2 = 0 \), and (5.2.2) follows. The proof that (5.2.3) implies (5.2.4) is quite similar, since the uniform continuity of \( f \) in this case implies that \( \delta \) can be chosen independently of \( t \). \( \blacksquare \)

It should be noted that condition (5.2.3) is not only sufficient for (5.2.2) or (5.2.4) to hold but also necessary. This can be seen by taking \( f(t) = 1 \).

In practice it may be difficult to decide whether a function \( \varphi \in C_0^0(\mathbb{R}) \) satisfies (5.2.3) or not. The following lemma is useful in this respect.

Lemma 2 For \( \varphi \in C_0^0(\mathbb{R}) \) the condition
\[
\hat{\varphi}(2\pi k) = \begin{cases} 1, & k = 0 \\ 0, & k \in \mathbb{Z} \setminus \{0\} \end{cases} \tag{5.2.5}
\]
is equivalent to (5.2.3).

Proof By Poisson's summation formula (cf. [159, pp. 201, 202]) there holds
\[
\sum_{k=-\infty}^{\infty} \varphi(u-k) \sim \sum_{k=-\infty}^{\infty} \varphi(2\pi k)e^{2\pi i ku}. \tag{5.2.6}
\]
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where the sign \( \sim \) means that the right-hand side is the Fourier series of the \( 1 \)-periodic function on the left. Hence, if (5.2.3) holds, then the Fourier series of the left-hand side in (5.2.6) reduces to the term for \( k = 0 \), which must be equal to 1. Conversely, if (5.2.5) holds, then the Fourier series on the right of (5.2.6) is finite and hence represents the continuous function on the left, i.e., there results (5.2.3). \( \blacksquare \)

At this point one should mention that the sampling series (5.2.1) can be regarded as a discrete analog of the singular convolution integral
\[
(I^p_Wf)(t) = W \int_{-\infty}^{\infty} f(u)\varphi(W(t-u)) \, du \quad (t \in \mathbb{R}; W > 0). \tag{5.2.7}
\]
In fact, (5.2.1) is a Riemann sum of the integral (5.2.7). For the latter it is well-known (cf. [159, Lemma 3.1.5]) that the condition
\[
\hat{\varphi}(0) \equiv \int_{-\infty}^{\infty} \varphi(u) \, du = 1,
\]
i.e., (5.2.5) for \( k = 0 \) only, is a necessary and sufficient one for
\[
\lim_{W \to \infty} \|f - I^p_Wf\|_{C(\mathbb{R})} = 0 \quad (f \in C(\mathbb{R})). \tag{5.2.8}
\]
This means that (5.2.8) holds provided (5.2.5) is satisfied for \( k = 0 \) only, whereas for (5.2.4) to be satisfied the whole of (5.2.5) is needed. In other words, (5.2.4) for sums implies (5.2.8) for integrals, but not conversely.

With the aid of Lemma 2 it is easy to give examples of kernels \( \varphi \) satisfying (5.2.3), and hence (5.2.2) and (5.2.4). The most convenient examples are the so-called central \( \beta \)-splines. Recall that a function \( q: I \to \mathbb{R} \) is called a polynomial of order \( n \in \mathbb{N} \) if \( q(x) = \sum_{j=0}^{n} a_j x^j \) for all \( x \in I \).

The central \( \beta \)-splines of order \( n \in \mathbb{N} \) are defined by
\[
M_n(t) = \frac{1}{(n-1)!} \sum_{j=0}^{n} (-1)^j t^j + \frac{n}{2} \quad (t \in \mathbb{R}). \tag{5.2.9}
\]
where \( x_n^+ = \max(x^+, 0) \). They have knots at the points \( 0, \pm 1, \pm 2, \ldots, \pm n/2 \) in case \( n \) is even and at \( \pm 1/2, \pm 3/2, \ldots, \pm n/2 \) in case \( n \) is odd, and their support is the compact interval \([-n/2, n/2]\). The Fourier transform of the \( M_n \) has the simple form
\[
M_n(v) = \left( \frac{\sin v/2}{v/2} \right)^n \quad (v \in \mathbb{R}; n \in \mathbb{N}). \tag{5.2.10}
\]
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Theorem 2 Let \( \varphi \in C_{00}(\mathbb{R}) \). If for some \( r \in \mathbb{N} \)

\[
\sum_{k=-\infty}^{\infty} (u-k)^j \varphi(u-k) = \begin{cases} 
1, & j = 0 \\
0, & j = 1, 2, \ldots, r-1,
\end{cases}
\]

(5.2.12)

for all \( u \in \mathbb{R} \), then

\[
\|f - S^\varphi Wf\|_{C(\mathbb{R})} \leq \frac{m_r(\varphi)}{r!} \|f^{(r)}\|_{C(\mathbb{R})} W^{-r} \quad (f \in C(r)(\mathbb{R}); W > 0). \tag{5.2.13}
\]

Proof An application of the operator \( S^\varphi W \) to the expansion

\[
f(u) = \sum_{\nu=0}^{r-1} \frac{f^{(\nu)}(t)}{\nu!} (u-t)^\nu + \frac{1}{(r-1)!} \int_t^u f^{(r)}(y)(u-y)^{r-1} dy \tag{5.2.14}
\]

considered as a function of \( u \) yields, by (5.2.12),

\[
(S^\varphi W f)(t) - f(t) \leq \sum_{k=-\infty}^{\infty} \frac{1}{(r-1)!} \int_t^u f^{(r)}(y) \left( \frac{k}{W} - y \right)^{r-1} dy \varphi(Wt-k).
\]

Now the integrals can be estimated by

\[
\left| \int_t^{k/W} f^{(r)}(y) \left( \frac{k}{W} - y \right)^{r-1} dy \right| \leq \frac{W-r}{r} |k-Wt|^r \|f^{(r)}\|_{C(\mathbb{R})}.
\]

This immediately yields (5.2.13). \( \blacksquare \)

For \( r = 1 \), condition (5.2.12) reduces to (5.2.3). This means that (5.2.13) for \( r = 1 \) holds already under the assumptions of Theorem 1.

Corollary 1 If \( \varphi \in C_{00}(\mathbb{R}) \) satisfies (5.2.12) for some \( r \in \mathbb{N} \), then

\[
(S^\varphi W p_{r-1})(t) = p_{r-1}(t) \quad (t \in \mathbb{R})
\]

for each algebraic polynomial \( p_{r-1} \) of degree \( r-1 \).

The proof follows by the same arguments as in the proof of (5.2.13), noting that the remainder in the Taylor expansion vanishes for polynomials of degree \( r-1 \).

As in the case of condition (5.2.3) there exists an equivalent characterization of (5.2.12) in terms of the Fourier transform of \( \varphi \).
Lemma 3 For \( \varphi \in C_0(\mathbb{R}) \) the condition
\[
(\varphi^{(j)}(2\pi k) = \begin{cases} 
1, & k = j = 0 \\
0, & k \in \mathbb{Z} \setminus \{0\}, \ j = 0 \\
0, & k \in \mathbb{Z}, \ j = 1, 2, \ldots, r - 1 
\end{cases}
\] (5.2.15)
is equivalent to (5.2.12).

Proof One uses again Poisson’s summation formula, this time applied to the function \((-i\omega)^j \varphi(u)\). By Lemma 1(c) one has
\[
(-i)^j \sum_{k=-\infty}^{\infty} (u-k)^j \varphi(u-k) = \sum_{k=-\infty}^{\infty} (\varphi^{(j)}(2\pi k)e^{i2\pi k u}.
\]
and then one proceeds as in the proof of Lemma 2. \(\blacksquare\)

Conditions of type (5.2.5) or (5.2.15) are to be found in connection with finite element approximation; see, e.g., Fix and Strang [297].

The foregoing approach can be generalized to kernels having unbounded support; [767], [170, Section 4.1, 4.2]. Reconstruction of signals in terms of splines using a finite number of samples from the past as well as from the future has also been considered [150]. It is also possible to approximate functions having jump discontinuities by sampling sums [163].

### 5.2.2 Specific Prediction Sums

In this subsection we use series of type (5.2.1) in order to predict a signal at time \( t \in \mathbb{R} \), provided that only sample values \( f(k/W) \) for \( k/W < t \) are known. In order to apply the results of Subsection 5.2.1 one has to assume that the support of the kernel function \( \varphi \) is contained in \( (0, \infty) \), since in this instance \( \varphi(Wt-k) \) vanishes for all \( k \) with \( k/W \geq t \), and so the series (5.2.1) can be rewritten as
\[
(S^W(t)) = \sum_{k/k/W < t} f\left(\frac{k}{W}\right) \varphi(Wt-k) \quad (t \in \mathbb{R}; W > 0).
\] (5.2.16)

The problem now is to construct kernels \( \varphi \) satisfying (5.2.12) for different values of \( r \) having support contained in \( (0, \infty) \). The following theorem gives a general approach to this problem, starting off with the \( B \)-splines \( M_n \) of (5.2.9).
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Theorem 3 For \( r \in \mathbb{N}, r \geq 2 \), let \( \varepsilon_0 < \varepsilon_1 < \cdots < \varepsilon_{r-1} \) be any given real numbers, and let \( a_{\mu r}, \mu = 0, 1, \ldots, r-1, \) be the unique solutions of the linear system
\[
\sum_{\mu=0}^{r-1} a_{\mu r} (-i\varepsilon_{\mu})^j = \left( \frac{1}{M_r} \right)^{(j)} (0) \quad (j = 0, 1, \ldots, r-1).
\] (5.2.17)

where \( i = \sqrt{-1} \). Then
\[
\varphi_r(t) = \sum_{\mu=0}^{r-1} a_{\mu r} M_r(t - \varepsilon_{\mu}) \quad (t \in \mathbb{R})
\] (5.2.18)
is a polynomial spline of order \( r \) satisfying (5.2.12) and having support contained in \( (\varepsilon_0 - r/2, \varepsilon_{r-1} + r/2) \).

Proof The assertion concerning the support follows from the corresponding property of the \( B \)-splines. In order to show that (5.2.12) holds, the equivalent characterization of (5.2.12) by Lemma 3 will be used. For this purpose, consider the Fourier transform of \( \varphi_r \), namely, (cf. Lemma 1(a)),
\[
\hat{\varphi}_r(v) = M_r(v) \left( \sum_{\mu=0}^{r-1} a_{\mu r} e^{-i\varepsilon_{\mu} v} \right) =: M_r(v)p(v).
\]

Obviously one has that \( \hat{\varphi}_r^{(j)}(2\pi k) = 0 \) for \( k \in \mathbb{Z} \setminus \{0\} \) and \( 0 \leq j \leq r-1 \) by (5.2.10). Furthermore, since
\[
p^{(\nu)}(0) = \sum_{\mu=0}^{r-1} a_{\mu r} (-i\varepsilon_{\mu})^\nu = \left( \frac{1}{M_r} \right)^{(\nu)} (0) \quad (\nu = 0, 1, \ldots, r-1)
\]
by (5.2.17), one has immediately
\[
(\varphi_r^{(j)}(0) = \sum_{s=0}^{j} \binom{j}{s} (M_r^{(s)}) (0) \left( \frac{1}{M_r} \right)^{(j-s)} (0)
= \left( M_r \cdot \frac{1}{M_r} \right)^{(j)} (0)
= \begin{cases} 
1, & j = 0 \\
0, & 1 \leq j \leq r-1.
\end{cases}
\]

This completes the proof. \(\blacksquare\)
To solve the system of linear equations (5.2.17), the derivatives \( (1/M_r)^{(j)}(0) = (d/dv)^j((v/2)/\sin(v/2))|_{v=0} \) need to be known, at least for smaller values of \( r \). This can be achieved with the aid of the expansion

\[
\left( \frac{v/2}{\sin v/2} \right)^r = \sum_{k=0}^{\infty} (-1)^k \frac{(r-1-2k)!}{(r-1)!} t(r, r-2k) \frac{x^{2k}}{(2k)!}
\]

where \( t(r, k) \) are the central factorial numbers of the first kind ([164, 165], [771, Chapter 6]). Since \( M_r \) is an even function, the right side of (5.2.17) vanishes for \( j \) odd. Hence the imaginary unit \( i \) can be cancelled out, and the solutions \( a_{\mu r} \) are always real.

<table>
<thead>
<tr>
<th>( j )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r )</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>12</td>
<td>0</td>
<td>9/16</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>4/5</td>
</tr>
</tbody>
</table>

**TABLE 1:** \( (1/M_r)^{(j)}(0) \) for \( r = 2, 3, 4, 5, 6; \) \( j = 0, 1, 2, \ldots, r - 1 \).

**Corollary 2** Given any \( r \in \mathbb{N} \), one can construct a kernel \( \varphi_r \in C_0(\mathbb{R}) \) with support in \((0, \infty)\) such that the associated generalized sampled series approximates all \( f \in C^r(\mathbb{R}) \) with order \( O(W^{r-r}) \), \( W \to \infty \). Moreover, the kernel \( \varphi \) can be chosen such that the number of samples needed for the evaluation of the series is \( r + 1 \) at most.

**Proof** Taking \( \varepsilon > r/2 \) in Theorem 3 yields a kernel \( \varphi_r \) with support in \((0, \infty)\), and the generalized sampled series built up from this kernel has the required order. Furthermore, choosing, e.g., \( \varepsilon_0 = r/2 + 1 \) and \( \varepsilon_{r-1} = r/2 + 3/2 \), then the associated \( \varphi_r \) has support in \([1, r+3/2] \), and one easily verifies that \( \varphi(Wt-k) \neq 0 \) for \( r+1 \) integers, \( k \) at most.
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Observe that it is an open question whether there exists a closed form of the solutions \( a_{\mu r}, \mu = 0, 1, \ldots, r - 1 \) of (5.2.17). So far the construction can be used in actual practice only for smaller values of \( r \). However, as we will see below, even the case \( r = 2 \) gives a pretty good upper bound for the approximation error, namely, \( 15 \| f'' \|_{C(\mathbb{R})} W^{-2} \).

Let us now consider what sample values are needed in order to evaluate the series (5.2.1) in case the kernel \( \varphi = \varphi_r \) is of type (5.2.18). If one sets \( T_0 = 0 \), \( T_1 = \varepsilon_{r-1} + r/2 \), then the support of \( \varphi_r \) is contained in \([T_0, T_1]\), and moreover \( [T_0, T_1] \subset (0, \infty) \) provided one chooses \( \varepsilon_0 > r/2 \), to be assumed in the following. So to approximate \( f(t) \) by the series (5.2.1) with \( \varphi = \varphi_r \), sampling points \( k/W \) taken exclusively from the interval \([T_0/W, T_1/W] \) will be needed. This means that the last point required lies at least \( T_0/W \) time units previous to the time \( t \) for which one wishes to determine \( f(t) \). One can expand the interval \((T_0/W, t) \) by enforcing \( \varepsilon_0 \); this implies an enlargement of \( T_0/W \) for \( W > 0 \) fixed. In this process the moments \( m_r(\varphi) \) increase, however, so that the upper bound for the approximation error (5.2.13) grows. This is not surprising. In fact, it can be shown that \( m_r(\varphi) \) behave like \( \varepsilon_0^r \).

In the following, the kernels \( \varphi_r \) for \( r = 2, 3, 4, 5 \) are constructed according to Theorem 3, where \( \varepsilon_0 \) is chosen as \( r/2 + 1 \) if \( r \) is even, and as \( r/2 + 1/2 \) if \( r \) is odd. The other \( \varepsilon_{\mu} \) are taken as \( \varepsilon_{\mu+1} = \varepsilon_{\mu} + 1, \mu = 0, 1, \ldots, r - 2 \).

More specifically, if \( r = 2 \), \( \varepsilon_0 = 2 \), so that \([T_0, T_1] = [1, 4]\), then the system (5.2.17) reads, noting Table 1.

\[
a_{02} + a_{12} = 1, \\
-2ia_{12} - 3ia_{12} = 0.
\]

The solution is \( a_{02} = 3, a_{12} = -2 \), giving the kernel

\[\varphi_2(t) = 3M_2(t-2) - 2M_2(t-3).\] (5.2.19)

Thus if one would want to predict the signal \( f(t) \) for \( t \in (j/W, (j+1)/W) \), any \( j \in \mathbb{Z} \), the associated sampling series \( S_{W}^{\varphi_2} f \) would consist of three terms only, namely, those for \( k = j - 3, j - 2, j - 1 \) for which \( t - 4/W < k/W < t - 1/W < t \). If \( f'' \in C(\mathbb{R}) \), then

\[
\| S_{W}^{\varphi_2} f - f \|_{C} \leq 15 \| f'' \|_{C} W^{-2}.
\]

Hence \( S_{W}^{\varphi_2} f \) enables one to predict a signal at least \( 1/W \) units ahead with error \( O(W^{-2}) \). Note that \( m_2(\varphi_2) \leq 30 \). (This estimate for \( m_2(\varphi_2) \) as well as the corresponding estimates for the kernels below were calculated numerically by using a computer.)

Now take \( r = 3, \varepsilon_0 = 2 \), so that \([T_0, T_1] = [1/2, 11/2]\). The system (5.2.17) then reads

\[
a_{03} + a_{13} + a_{23} = 1, \\
-2ia_{03} - 3ia_{13} + 4ia_{23} = 0, \\
-4a_{03} - 9a_{13} + 16a_{23} = 0.
\]
which has as solutions \( a_{03} = 47/8, \ a_{13} = -62/8, \ a_{23} = 23/8 \). So
\[
\varphi_3(t) = \frac{1}{8} \{ 47 M_3(t - 2) - 62 M_3(t - 3) + 23 M_3(t - 4) \},
\]
the sampling series now consisting of those \( k \in \mathbb{Z} \) for which \( t - 11/2W < k/W < t - 1/2W < t \), thus of five terms at most. Concerning the approximation error, one has in particular that
\[
\| f - S_{W}^{\varphi_3} f \|_C \leq 54 \| f''' \|_C W^{-3} \quad (f''' \in C(\mathbb{R})),
\]
since \( m_3(\varphi_3)/3! \leq 54 \).

In case \( r = 4, \ \varepsilon_0 = 3 \) one has \([T_0, T_1] = [1, 8]\). By solving a system of four equations in four unknowns one can readily show that
\[
\varphi_4(t) = \frac{1}{6} \{ 115 M_4(t - 3) - 256 M_4(t - 4) \}
+ 203 M_4(t - 5) - 56 M_4(t - 6) \}.
\]
This time the series consists of seven terms at most, namely, those \( k \in \mathbb{Z} \) for which \( t - 10/2W < k/W < t - 1/2W < t \). In particular, if \( f^{(4)} \in C(\mathbb{R}) \), then the corresponding rate of approximation can, in comparison with the first examples, be improved to \( \mathcal{O}(W^{-4}) \) with \( \mathcal{O} \) constant given by
\[
970 \| f^{(4)} \|_C W^{-3}.
\]
Let us finally take \( r = 5, \ \varepsilon_0 = 3 \) so that \([T_0, T_1] = [1/2, 19/2] \); then
\[
\varphi_5(t) = \frac{1}{1152} \{ 36767 M_5(t - 3) - 108188 M_5(t - 4) \}
+ 127914 M_5(t - 5) - 70268 M_5(t - 6) 
+ 14927 M_5(t - 7) \}.
\]
Here nine samples will be needed, the order of approximation being \( \mathcal{O}(W^{-5}) \) provided \( f^{(5)} \in C(\mathbb{R}) \). The constant in the order is however very large; in fact \( m_5(\varphi_5)/5! \leq 3600 \).

We conclude these considerations with a slight generalization of the kernel \( \varphi_2 \) of (5.2.19). If one would take \( r = 2 \) as above, but \( \varepsilon_0 > r/2 = 1 \) arbitrary and \( \varepsilon_1 = \varepsilon_0 + 1 \), then \([T_0, T_1] = [\varepsilon_0 - 1, \varepsilon_0 + 2] \subset (0, \infty) \), and
\[
\varphi_{2, \varepsilon_0}(t) = (1 + \varepsilon_0) M_2(t - \varepsilon_0) - \varepsilon_0 M_2(t - \varepsilon_0 - 1).
\]
In particular, if \( \varepsilon_0 = 8 \) and \( t \in (j/W, (j+1)/W) \) for any \( j \in \mathbb{Z} \), the sampling series based on the kernel \( \varphi_{2,8} \) consists of three terms at \( k = j - 9, j - 8, j - 7 \), for which \( k/W < t - 7/W < t \). So the kernel \( \varphi_{2,8} \) allows one to predict at least \( 7/W \) units ahead. The moment \( m_2(\varphi_{2,8}) \) is, however, much larger than in the case \( \varepsilon_0 = 2 \), in fact \( m_2(\varphi_{2,8})/2! \leq 612 \). This procedure can be applied to all kernels constructed above, and it would enable one to predict a signal arbitrarily far ahead, at least theoretically.
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The choice of \( \varepsilon_\mu \) made above is of course not the only possible one, but choosing \( \varepsilon_{\mu+1} = \varepsilon_\mu + 1 \) the sampling series based on the kernel \( \varphi_\tau \) can be rewritten as
\[
\sum_{k=-\infty}^{\infty} f \left( \frac{k}{W} \right) \varphi_\tau(Wt - k)
= \sum_{k=-\infty}^{\infty} \left\{ \sum_{\mu=0}^{r-1} a_\mu f \left( \frac{k-\mu}{W} \right) \right\} M_\tau(Wt - \varepsilon_0 - k)
= \sum_{k=N_1}^{N_2} \left\{ \sum_{\mu=0}^{r-1} a_\mu f \left( \frac{k-\mu}{W} \right) \right\} M_\tau(Wt - \varepsilon_0 - k) \tag{5.2.20}
\]
with \( N_1 = [-r/2 - \varepsilon_0 + Wt] + 1 \) and \( N_2 = [r/2 - \varepsilon_0 + Wt] + 1 \). \( \lfloor x \rfloor \) denoting the largest integer \( \leq x \). Representation (5.2.20) is very convenient for computational purposes.

Table 2 gives the kernels \( \varphi_\tau \) for \( r = 2, 3, 4, 5, \) and \( \varphi_{2,8} \) as just constructed. The entries in the second column give the number of samples needed for the evaluation of (5.2.20), whereas the third column contains an estimate for the constant \( m_\tau(\varphi_\tau)/r! \) in (5.2.13). In the rightmost column, one has the best possible order of approximation which can be achieved according to Theorem 2.

<table>
<thead>
<tr>
<th>Kernels</th>
<th>( r )</th>
<th>Samples</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varphi_2(t) = 3 M_3(t-2) - 2 M_3(t-3) )</td>
<td>3</td>
<td>15</td>
<td>( \mathcal{O}(W^{-2}) )</td>
</tr>
<tr>
<td>( \varphi_3(t) = \frac{1}{4} { 47 M_3(t-2) - 62 M_3(t-3) + 23 M_3(t-4) } )</td>
<td>5</td>
<td>54</td>
<td>( \mathcal{O}(W^{-3}) )</td>
</tr>
<tr>
<td>( \varphi_4(t) = \frac{1}{6} { 115 M_4(t-3) - 256 M_4(t-4) - 56 M_4(t-5) } )</td>
<td>7</td>
<td>970</td>
<td>( \mathcal{O}(W^{-4}) )</td>
</tr>
</tbody>
</table>
| \( \varphi_5(t) = \frac{1}{1152} \{ 36767 M_5(t-3) - 108188 M_5(t-4) \}
+ 127914 M_5(t-5) - 70268 M_5(t-6) 
+ 14927 M_5(t-7) \} \) | 9      | 3600   | \( \mathcal{O}(W^{-5}) \) |
| \( \varphi_{2,8}(t) = 9 M_2(t-8) - 8 M_2(t-9) \) | 3      | 612    | \( \mathcal{O}(W^{-2}) \) |

**TABLE 2:** \( \varphi_\tau \) for \( r = 2, 3, 4, 5, \) and \( \varphi_{2,8} \)

It is worthwhile to note that the foregoing kernels have nothing in common with the familiar bell-shaped kernels normally used in approximation theory. For example, the kernel \( \varphi_2 \) has the piecewise polynomial representation
\[
\varphi_2(t) = \begin{cases} 
0, & t \leq 1 \text{ or } t \geq 4 \\
3t - 3, & 1 < t \leq 3 \\
13 - 5t, & 2 < t \leq 3 \\
2t - 8, & 3 < t \leq 4.
\end{cases}
\]
For the other \( \varphi \), such representations can readily deduced from (5.2.9). Note that for the evaluation of the \( \varphi \), one should make use of the recurrence formula (5.2.11) rather than of the piecewise polynomial representation.
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The kernel \( \varphi_2 \)

The kernel \( \varphi_3 \)

The kernel \( \varphi_4 \)

The kernel \( \varphi_{2,8} \)
5.2.3 An Inverse Result

At this point one may ask whether it is possible to construct other kernels \( \varphi \) based on polynomial splines of order \( r \) such that the order of approximation is better than those for the kernels constructed by the method of Theorem 1. The answer to this question is given by the following inverse-type result.

**Theorem 4** Let \( \varphi \in C_{00}(\mathbb{R}) \) be any kernel consisting of piecewise polynomials of degree \( r - 1 \) for some \( r \in \mathbb{N} \), \( r \geq 2 \), with knots at the points \( a_0 < a_1 < \cdots < a_m \) for some \( m \in \mathbb{N}_0 \). Then for each \( s \in \mathbb{N}_0 \) with \( s \leq r \) and each \( \varepsilon > 0 \) there exists a function \( f^* \in C^0(\mathbb{R}) \) such that

\[
\|f^* - S_W^r f^*\|_{C(\mathbb{R})} \neq O(W^{-k}) (W \to \infty).
\]

Moreover, if for some \( f \in C(\mathbb{R}) \) there holds

\[
\|f - S_W^r f\|_{C(\mathbb{R})} = o(W^{-r}) (W \to \infty),
\]

then \( f \) is a constant.

The first part of this theorem shows that when using spline kernels one cannot approximate the elements of the whole class \( C^{(s)}(\mathbb{R}) \) with a rate better than \( O(W^{-s}) \). In its second part the theorem states that for spline kernels of order \( r \) the best possible order of approximation which can be achieved for non-constant functions \( f \) is \( O(W^{-r}) \), even if \( f \) is arbitrarily smooth.

The remaining part of this section is devoted to the proof of this theorem. To this end we introduce the concept of a modulus of continuity. It is defined for \( f \in C(I) \) and \( r \in \mathbb{N} \) by

\[
\omega_r(\delta; f; C(I)) = \sup_{|h| \leq \delta} \| \Delta_h^r f \|_{C(I)} (\delta > 0).
\]

where \( \Delta_h^r f \) is the difference of \( f \) of order \( r \), namely,

\[
(\Delta_h^r f)(t) = \sum_{j=0}^{r} (-1)^j \binom{r}{j} f(t + jh), \quad t, t + rh \in I \quad (h \in \mathbb{R}).
\]

Note that the right-hand side of (5.2.22) can be replaced by

\[
\sup_{0 < h \leq \delta} \| \Delta_h^r f \|_{C(I)}
\]

in view of the identity

\[
(\Delta_h^r f)(t) = (-1)^r (\Delta_{-h}^r f)(t + rh).
\]

Whereas the results of the previous sections give upper bounds for the error occurring when approximating by generalized sampling series, the next lemma gives a lower bound in terms of the modulus of continuity.

**Lemma 4** Let \( \varphi \in C_{00}(\mathbb{R}) \) be as in Theorem 4. Then for each \( f \in C(\mathbb{R}) \),

\[
\omega_r(W^{-1}; f; C([0, \infty])) \leq (2 + 4r/d)^r \sup_{V \geq W} \| f - S_V^r f \|_{C([0, \infty])} (W > 0)
\]

for some \( d > 0 \) depending on \( \varphi \) only. The same result holds for \( C([0, \infty]) \) in (5.2.23) replaced by \( C(-\infty, 0] \).

**Proof** The assumptions upon \( \varphi \) imply that for each \( f \in C(\mathbb{R}) \) the series \( S_V^r f \) considered as a function on \([0, \infty)\) is a piecewise polynomial of degree \( r - 1 \) having knots at the points \( 0 < b_1 < b_2 < b_3 < \cdots \), where the \( b_v \) are of the form \( b_v = a_v + j \mu \) with \( \mu \in \{0, 1, \ldots, m\} \) and \( j \in \mathbb{Z} \). Thus, setting \( b_0 = 0 \), \( S_V^r f \) coincides with an algebraic polynomial \( p_{r-1} \) of degree \( r - 1 \) on each interval \( I_{V}(\nu) \equiv [b_{\nu}, b_{\nu+1}/W], \nu \in \mathbb{N}_0 \), \( W > 0 \). Hence, since \( (\Delta^r_{b_{\nu}} p_{r-1})(t) = 0 \) for all \( t, h \in \mathbb{R} \), it follows that \( (\Delta^r_{b_{\nu}} S_V^r f)(t) = 0 \), provided \( t + rh \) belong to the same interval \( I_{V}(\nu) \).

Now, let \( t \in \mathbb{R} \) and \( 0 < h \leq d/2rW \), where \( d > 0 \) is the minimum distance between two consecutive points \( b_v \) and \( b_{v+1} \). There exists a \( \nu_0 \in \mathbb{N}_0 \) such that \( t \in I_{V}(\nu_0) \). Let us distinguish the cases \( t \leq (b_{\nu_0} + b_{\nu_0+1})/2W \) and \( t > (b_{\nu_0} + b_{\nu_0+1})/2W \). In the first case, \( t + rh \in I_{V}(\nu_0) \) too, implying

\[
|\Delta^r_{b_{\nu_0}} f(t)| \leq |(\Delta^r_{b_{\nu}} f - S_V^r f)(t)| \leq 2^r \| f - S_V^r f \|_{C([0, \infty])}
\]

In the second case, choose \( W_{1} \equiv b_{\nu_0+1}/t \).

Then, by \( (b_{\nu_0} + b_{\nu_0+1})/2W < t \leq b_{\nu_0+1}/W \), one has \( W \leq W_{1} < 2W \) and

\[
\frac{b_{\nu_0+1}}{W_{1}} = \frac{t}{W_{1}} \leq \frac{b_{\nu_0+2}}{W_{1}},
\]

the right-hand inequality following from

\[
t + rh \leq \frac{b_{\nu_0+1}}{W_{1}} + \frac{d}{2rW} < \frac{b_{\nu_0+1} + d}{W_{1}} \leq \frac{b_{\nu_0+2}}{W_{1}}.
\]

Hence, \( t \) and \( t + rh \) belong to \( I_{V}(\nu_0+1) \), and one obtains, as above,

\[
|\Delta^r_{b_{\nu_0}} f(t)| \leq 2^r \| f - S_V^r f \|_{C([0, \infty])}.
\]

Noting that \( t \in [0, \infty) \) was arbitrary and that \( W_{1} \geq W \), the inequalities (5.2.24) and (5.2.25) can be combined to give

\[
\omega_r(d/2rW; f; C([0, \infty])) \leq 2^r \| f - S_V^r f \|_{C([0, \infty])}.
\]

This proves assertion (5.2.23) since (cf. [461, (2.4)])

\[
\omega_r(\delta; C(I)) \leq (1 + \lambda^{-1})^{r} \omega_r(\lambda \delta; C(I)) (\delta, \lambda > 0).
\]

The case \( C(-\infty, 0] \) can be treated by considering \( f(-t) \) and \( \varphi(-t) \).
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The proof follows by mathematical induction or by Lemma 3, noting that in view of Lemma 1(b), (c) and Poisson's summation formula,

\[
(-i)^j \sum_{k=-\infty}^{\infty} (u-k)^j \varphi^{(s)}(u-k) \sim \sum_{k=-\infty}^{\infty} \left( \frac{d}{dv} \right)^j (iv)^s \varphi^{(v)}(v) \bigg|_{v=2\pi u} e^{2\pi i ku}. \tag{5.2.28}
\]

The counterpart of Theorems 1 and 2 for the approximation of derivatives now reads:

**Theorem 5** Let \( r, s \in \mathbb{N}, s \leq r - 1, \) and assume that \( \varphi \in C^{(s)}_{00}(\mathbb{R}) \) satisfies (5.2.12).

a) If \( f: \mathbb{R} \to \mathbb{R} \) is such that \( f^{(s)}(t) \) exists for some \( t \in \mathbb{R} \), then

\[
\lim_{W \to \infty} (S^p_W f)^{(s)}(t) = f^{(s)}(t).
\]

b) Furthermore, one has

\[
\lim_{W \to \infty} \| f^{(s)} - (S^p_W f)^{(s)} \|_{C(\mathbb{R})} = 0 \quad (f \in C^{(r)}(\mathbb{R})),
\]

and there holds the error estimate

\[
\| f^{(s)} - (S^p_W f)^{(s)} \|_{C(\mathbb{R})} \leq \frac{m_r(\varphi^{(s)})}{r!} \| f^{(r)} \|_{C(\mathbb{R})} W^{-r+s} \quad (f \in C^{(r)}(\mathbb{R}); W > 0).
\]

**Proof** Since \( f^{(s)}(t) \) exists, one has the representation

\[
f(u) = \sum_{\nu=0}^{s} \frac{f^{(\nu)}(t)}{\nu!} (u-t)^\nu + (u-t)^s \rho(u-t) \quad (u \in \mathbb{R})
\]

with \( \rho: \mathbb{R} \to \mathbb{R} \) satisfying \( \lim_{u \to 0} \rho(u) = \rho(0) = 0 \). Now let \( \varepsilon > 0 \) be given. Choose \( \delta > 0 \) such that \( |\rho(u)| < \varepsilon \) for all \( |u| < \delta \). Then it follows by (5.2.27) that

\[
(S^p_W f)^{(s)}(t) = W^s \sum_{\nu=0}^{s} \frac{f^{(\nu)}(t)}{\nu!} \sum_{k=-\infty}^{\infty} \left( \frac{k}{W} - t \right)^\nu \varphi^{(s)}(Wt - k) + W^s \sum_{k=-\infty}^{\infty} \left( \frac{k}{W} - t \right)^s \rho \left( \frac{k}{W} - t \right) \varphi^{(s)}(Wt - k)
\]

\[
= f^{(s)}(t) + \sum_{|k-Wt| < \delta W} (k-Wt)^s \rho \left( \frac{k}{W} - t \right) \varphi^{(s)}(Wt - k)
\]
for all $W > 0$ so large that the support of $\varphi$ is contained in the interval $[-\delta W, \delta W]$. This yields part (a) since $|p(k/W - t)| < \varepsilon$ for all $k$ in question, implying that the absolute value of the latter series is bounded by $\varepsilon m_\varphi(\varphi(t))$.

Concerning the proof of (b), choose $\delta > 0$ such that $|f^{(s)}(t) - f^{(s)}(y)| < \varepsilon$ for all $|t - y| < \delta$. An application of (5.2.26) to the Taylor expansion (5.2.14) with $r = s$ yields, in view of (5.2.27) for all $W$ sufficiently large,

$$\left(\mathcal{S}_W^\varphi f\right)^{(s)}(t) = W^s \sum_{|k| = W|t| < \delta W} f\left(\frac{k}{W}\right) \varphi^{(s)}(Wt - k) \frac{(k - Wt)^{s-1}}{(s-1)!}$$

$$= \frac{W^s}{(s-1)!} \sum_{|k-Wt| < \delta W} \int_t^k f^{(s)}(y) \left(\frac{k}{W} - y\right)^{s-1} dy \varphi^{(s)}(Wt - k).$$

So one obtains again by (5.2.27) that

$$|f^{(s)}(t) - (\mathcal{S}_W^\varphi f)^{(s)}(t)| = \left| \frac{W}{(s-1)!} \sum_{|k-Wt| < \delta W} \int_t^k f^{(s)}(t) - f^{(s)}(y) \right| \times (k - Wt)^{s-1} dy \varphi^{(s)}(Wt - k)$$

$$< \frac{\varepsilon}{s!} \sum_{|k-Wt| < \delta W} |Wt - k|^s \varphi^{(s)}(Wt - k) \leq \frac{\varepsilon m_\varphi(\varphi(t))}{s!}.$$

This establishes the first assertion of part (b). The proof of the error estimate is similar to that of Theorem 2, applying now (5.2.26) to (5.2.14) as it stands.

Examples of kernels satisfying the assumption of Theorem 5 are $\varphi_3$, $\varphi_4$ and $\varphi_5$ of Table 2 with $s \leq 1$, $s \leq 2$ and $s \leq 3$, respectively. The associated sampling series $(\mathcal{S}_W^\varphi f)(t)$ again only need samples from the past. This means that these series can be used to predict the derivatives $f^{(s)}$ in terms of samples of $f$.
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Hence it follows by Theorem 5 that for $f \in C^{(3)}(\mathbb{R})$

$$\|f - \sum_{k=-\infty}^\infty f\left(\frac{k}{W}\right) \varphi_3(Wt - k) - f'(t)\|_{C(\mathbb{R})} = O(W^{-2}), \quad (W \to \infty).$$

This result enables one to predict the derivative $f'(t)$ in terms of a series which involves just five samples of $f$ which all lie to the left of $t - 1/2W < t$.

5.2.5 ROUND-OFF AND TIME JITTER ERRORS

When setting up the sampling series (5.2.1) it may happen that one does not have the exact sample values $f(k/W)$ at one's disposal but only rounded values $\tilde{f}(k/W)$, differing by $\eta_k = f(k/W) - \tilde{f}(k/W)$ with $|\eta_k| \leq \eta$, for all $k \in \mathbb{Z}$ and some $\eta > 0$. In digital signal processing this is the case when, for example, the sample values are replaced by the nearest discrete (quantized) values.

In this respect one is interested in the error occurring when $f(t)$ is approximated by the series

$$(\mathcal{S}_W^\varphi \tilde{f})(t) = \sum_{k=-\infty}^\infty \tilde{f}(k/W) \varphi(Wt - k).$$

This error can be split up in the form

$$|f(t) - S_W^\varphi \tilde{f}(t)| \leq |f(t) - (S_W^\varphi f)(t)| + (Q_\eta f)(t). \quad (5.2.29)$$

The first term on the right is the error arising when the exact sample values are used, and the second term is the so-called total round-off or quantization error, defined by

$$Q_\eta f(t) = \| (S_W^\varphi f)(t) - (S_W^\varphi \tilde{f})(t) \|_{C(\mathbb{R})}.$$

Now the latter one can be estimated by

$$\|Q_\eta f\|_{C(\mathbb{R})} = \sup_{t \in \mathbb{R}} \left| \sum_{k=-\infty}^\infty \eta_k \varphi(Wt - k) \right| \leq \eta m_\varphi(\varphi).$$

meaning that the maximal error due to rounding is, apart from a constant, as large as the maximal difference $|f(k/W) - \tilde{f}(k/W)|$, $k \in \mathbb{Z}$.

Hence (5.2.29) can be replaced by

$$\|f - S_W^\varphi f\|_{C(\mathbb{R})} \leq \|f - S_W^\varphi \tilde{f}\|_{C(\mathbb{R})} + \eta m_\varphi(\varphi). \quad (5.2.30)$$

where the first term on the right-hand side can be estimated further by the bounds given in Subsections 5.2.1 and 5.2.2.
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of \( \omega \) in \( \Omega \) for each \( t \in \mathbb{R} \), belongs to \( L^2(\Omega) \). If the norm

\[
\|X(t, \cdot)\|_2 \equiv \left( \int_\Omega |X(t, \omega)|^2 dP(\omega) \right)^{1/2} \equiv \{E(|X(t)|^2)\}^{1/2}
\]

is finite for all \( t \in \mathbb{R} \). \( X \) is said to be weak sense stationary (w.s.s.) if its autocorrelation function (a.c.f.)

\[
R_X(t, t + \tau) \equiv \int_\Omega X(t, \omega)X(t + \tau, \omega) dP(\omega)
\]

is independent of \( t \) in \( \mathbb{R} \); i.e., \( R_X(t, t + \tau) = R_X(\tau) \). Note that for w.s.s. processes \( R_X(\tau) \) is an even function with \( \sup_{\tau \in \mathbb{R}} |R_X(\tau)| = R_X(0) \). In particular, the norm (5.3.1) is independent of \( t \) and equals \( \{R_X(0)\}^{1/2} \). A process \( X \in L^2(\Omega) \) is called continuous in the mean (i.m.) at \( t_0 \in \mathbb{R} \) if

\[
\lim_{h \to 0} \left( \int_\Omega \left| X(t_0 + h, \omega) - X(t_0, \omega) \right|^2 dP(\omega) \right)^{1/2} = 0.
\]

and differentiable i.m. at \( t_0 \in \mathbb{R} \) if there exists a process \( X' \in L^2(\Omega) \) such that

\[
\lim_{h \to 0} \left\{ \int_\Omega \left| \frac{X(t_0 + h, \omega) - X(t_0, \omega) - X'(t_0, \omega)}{h} \right|^2 dP(\omega) \right\}^{1/2} = 0.
\]

Higher order derivatives \( X^{(s)} \) are defined iteratively.

**Lemma 6** Let \( X \in L^2(\Omega) \) be a w.s.s. process and \( s \in \mathbb{N} \).

a) The following conditions are equivalent:

(i) \( X \) is continuous i.m. at some \( t_0 \in \mathbb{R} \),
(ii) \( X \) is continuous i.m. on \( \mathbb{R} \),
(iii) \( R_X \in C(\mathbb{R}) \).

b) The following conditions are equivalent:

(i) \( X^{(s)} \) exists i.m. at some \( t_0 \in \mathbb{R} \),
(ii) \( X^{(s)} \) exists i.m. on \( \mathbb{R} \),
(iii) \( R_X \in C^{(2s)}(\mathbb{R}) \).

Furthermore, if \( X^{(s)} \) exists, then it is w.s.s. too, and

\[
R_X^{(s)} = (-1)^s R_X^{(2s)}.
\]

For a proof of this lemma see Splittstösser [849] or Papoulis [710, Section 9.6].

If \( X \) is a w.s.s. process, then continuity (differentiability) i.m. at some point \( t_0 \in \mathbb{R} \) therefore implies continuity (differentiability) i.m. for all \( t \in \mathbb{R} \). So one can simply speak of a continuous (differentiable) process.
5.3.2 Prediction of Weak Sense Stationary Stochastic Processes

When dealing with random signals one often uses stochastic processes which are stationary in the weak sense as a model. For the prediction of such a process $X \in L^2(\Omega)$ let us consider the sampling series

$$(S_W^e X)(t, \omega) = \sum_{k=\infty}^{\infty} X\left(\frac{k}{W}, \omega\right) \varphi(W t - k) \quad (t \in \mathbb{R}; \omega \in \Omega). \quad (5.3.3)$$

It defines a family of bounded linear operators mapping $L^2(\Omega)$ into itself, satisfying

$$\|S_W^e X(t, \cdot)\|_2 = \left\{ \sum_{k, \mu = -\infty}^{\infty} R_X\left(\frac{k - \mu}{W}\right) \varphi(W t - k) \varphi(W t - \mu) \right\}^{1/2} \leq m_0(\varphi) \{R_X(0)\}^{1/2} = m_0(\varphi) \|X\|_2.$$ 

For the proof of the main result of this section an auxiliary operator is needed, namely,

$$(U_W^e f)(t) = \sum_{k, \mu = -\infty}^{\infty} f\left(\frac{k - \mu}{W}\right) \varphi(W t - k) \varphi(W t - \mu) \quad (t \in \mathbb{R}; W > 0),$$

where $f \in C(\mathbb{R})$ and $\varphi \in C_{00}(\mathbb{R})$. $U_W^e$ is a bounded linear operator from $C(\mathbb{R})$ into itself with operator norm $\|U_W^e\|_{C(\mathbb{R})} \leq \{m_0(\varphi)\}^2$.

**Lemma 7** Let $\varphi \in C_{00}(\mathbb{R})$ satisfy (5.2.12). Then

$$|f(0) - (U_W^e f)(t)| \leq K \|f^{(r)}\|_{C(\mathbb{R})} W^{-r} \quad (f \in C^{(r)}(\mathbb{R}); t \in \mathbb{R}; W > 0) \quad (5.3.4)$$

for some constant $K$ independent of $f$, $t$ and $W$.

**Proof** Let $f \in C^{(r)}(\mathbb{R})$. Similarly as in the proof of Theorem 2 one obtains by Taylor's expansion

$$(U_W^e f)(t) - f(0) = \sum_{\nu=1}^{r-1} \frac{1}{\nu!} f^{(\nu)}(0) \left\{ \sum_{k, \mu = -\infty}^{\infty} \left(\frac{k - \mu}{W}\right)^{\nu} \varphi(W t - k) \varphi(W t - \mu) \right\}$$

$$+ \sum_{k, \mu = -\infty}^{\infty} \frac{1}{(r - 1)!} \int_0^{(k - \mu)/W} f^{(r)}(y) \left(\frac{k - \mu}{W} - y\right)^{r-1} dy \times \varphi(W t - k) \varphi(W t - \mu).$$
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An application of the binomial formula to $(k - \mu)^r = [(k - W t) + (W t - \mu)]^r$ shows that the first double series vanishes by (5.2.12), and (5.3.4) follows by an easy estimate of the integrals.

Concerning the convergence i.m. of $S_W^e X$ toward $X$ one has:

**Theorem 6** Let $\varphi \in C_{00}(\mathbb{R})$ satisfy (5.2.12) with $r$ replaced by $2r$ for some $r \in \mathbb{N}$. If $X \in L^2(\Omega)$ has a derivative i.m. of order $r$, then

$$\{E(|X - S_W^e X|^2)\}^{1/2} \leq K\{E(|X^{(r)}|^2)\}^{1/2} W^{-r} \quad (t \in \mathbb{R}; W > 0) \quad (5.3.5)$$

with $K$ independent of $X$ and $W$.

**Proof** The left-hand side of (5.3.5) can be rewritten in terms of the operators $U_W^e$ and $S_W^e$ and the a.c.f. $R_X$ as

$$E(|X - S_W^e X|^2) = (U_W^e R_X)(t) - 2(S_W^e R_X)(t) + R_X(0)$$

$$\leq |(U_W^e R_X)(t) - R_X(0)| + 2|R_X(0) - (S_W^e R_X)(t)|.$$ 

(5.3.6)

Since the a.c.f. $R_X$ belongs to $C^{(2r)}(\mathbb{R})$ one can apply Lemma 7 and Theorem 2 with $2r$ instead of $r$. This gives

$$E(|X - S_W^e X|^2) \leq K \|R_X^{(2r)}\|_{C(\mathbb{R})} W^{-2r} = K \|X^{(r)}\|_2^2 W^{-2r}$$

which is just (5.3.5).

Concerning applications, the best possible order of approximation according to Theorem 6 for the kernels $\varphi_\lambda$ of Table 2 is $O(W^{-1})$ in the case of $\varphi_2$ and $\varphi_3$, as well as $O(W^{-2})$ for the kernels $\varphi_4$ and $\varphi_5$.

For error estimates in terms of a suitable modulus of continuity see [175, 176]. For the approximation of w.s.s. stationary processes by the original Shannon series, see Splettstösser [850].
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Polar, Spiral, and Generalized Sampling and Interpolation

Henry Stark

6.1 Introduction

In this chapter we collect a number of results related to polar, spiral, and generalized non-uniform sampling. In most cases we shall not give proofs since those are often lengthy and the proofs are given in other places. A number of polar sampling theorems and their proofs are given in [558]. However, these are of limited application since they involve sampling the function at zeros of Bessel functions. A notable exception is the uniform sampling theorem which has applications in computerized tomography (CT). Another result with application in medical imaging is reconstruction from samples along spiral scans. This result was motivated by and has applications in magnetic resonance imaging (MRI). A generalized reconstruction formula from non-uniform samples is given in Section 6.4. The derivation of this result is based on the powerful theory of projections onto convex sets (POCS) also known as the theory of convex projections. Other results on non-uniform sampling theory are given by Marvasti in a recent book [628] as well as in a chapter by him in this book.

6.2 Sampling in Polar Coordinates

6.2.1 Sampling of Periodic Functions

Let \( f(t) \) satisfy the Dirichlet conditions, be periodic in \( t \), with period \( T \). Assume that \( f(t) \) satisfies a Fourier series expansion of the form

\[
f(t) = \sum_{k=-K}^{K} C_k e^{j2\pi \frac{kt}{T}},
\]  

(6.2.1)
i.e., $C_k = 0$ for $|k| > K$. Then we say that $f(t)$ is band-limited to highest (radian) frequency $\omega_m = \frac{2\pi K}{T}$. In that case we can reconstruct $f(t)$ from the interpolation formula

$$f(t) = \sum_{l=0}^{2K} f(lT_s) \frac{\sin \left[ \frac{\pi}{T_s} (t - lT_s) \right]}{(2K + 1) \sin \left[ \frac{\pi}{T} (t - lT_s) \right]}, \quad (6.2.2)$$

where $T_s$, the sampling interval, is $T_s = \frac{T}{2K + 1}$. This result is given in [858] but apparently is known in the digital signal processing community. It is a straightforward exercise, using the same technique as in [858], to show that (6.2.2) can easily be extended to

$$f(t) = \sum_{l=0}^{N-1} f(lT_s) \frac{\sin \left[ \frac{\pi}{T_s} (t - lT_s) \right]}{N \sin \left[ \frac{\pi}{T} (t - lT_s) \right]}, \quad (6.2.3)$$

where $N$ is any odd integer with $N > 2K + 1$. For interpolation in azimuth, the argument is $t = \theta$, $T = \pi$, $T_s = \frac{\pi}{N}$ and (6.2.3) takes the form

$$f(\theta) = \sum_{l=0}^{N-1} f \left( \frac{2\pi l}{N} \right) \frac{\sin \left[ \frac{\pi}{N} (\theta - \frac{2\pi l}{N}) \right]}{N \sin \left[ \frac{\pi}{N} (\theta - \frac{2\pi l}{N}) \right]}, \quad (6.2.4)$$

For $N$ even, the derivation of the interpolation formula is given in [864]. The result is

$$f(\theta) = \sum_{l=0}^{N-1} f \left( \frac{2\pi l}{N} \right) \frac{\sin \left[ \frac{\pi}{N} (N - 1)(\theta - \frac{2\pi l}{N}) \right]}{N \sin \left[ \frac{\pi}{N} (\theta - \frac{2\pi l}{N}) \right]}, \quad (6.2.5)$$

A compact formula valid for arbitrary $N$, $N > 2K$, is the following:

$$f(t) = \sum_{l=0}^{N-1} f(lT_s) \frac{\sin \left[ \frac{\pi}{T_s} (2K + 1)(t - lT_s) \right]}{N \sin \left[ \frac{\pi}{T} (t - lT_s) \right]} \quad (6.2.6)$$

As before, for interpolation in azimuth, we let $t = \theta$, $T = 2\pi$, $T_s = \frac{2\pi}{N}$ and Eq. (6.2.6) takes the form

$$f(\theta) = \sum_{l=0}^{N-1} f \left( \frac{2\pi l}{N} \right) \frac{\sin \left[ \frac{\pi}{N} (2K + 1)(\theta - \frac{2\pi l}{N}) \right]}{N \sin \left[ \frac{\pi}{N} (\theta - \frac{2\pi l}{N}) \right]}, \quad (6.2.7)$$

All these results are derived in [864]. It turns out that for $N$ large, Eqs. (6.2.4) and (6.2.5) give approximately the same results except when $\theta$ is near zero or a multiple of $2\pi$. When precision at those points is needed or when $N$ is small, it is important to use the correct formula.
A Formula for Interpolating from Samples on a Uniform Polar Lattice

If a function \( f(x) \) is band-limited to \( W \), its Fourier transform \( F(u) \) satisfies
\[
F(u) = 0, \quad |u| \geq W. \quad (6.2.13)
\]

For such a function, the Whittaker-Shannon sampling theorem shows that \( f(x) \) is completely determined by instantaneous samples uniformly spaced with intersample period \( X_s \) such that \( X_s \leq 1/(2W) \). At points other than the sampling points, \( f(x) \) is given by the interpolation formula
\[
f(x) = \sum_{n=-\infty}^{\infty} f(nX_s) \operatorname{sinc} \left( \frac{x - nX_s}{X_s} \right). \quad (6.2.14)
\]

In particular if \( X_s = 1/(2W) \), then
\[
f(x) = \sum_{n=-\infty}^{\infty} f \left( \frac{n}{2W} \right) \operatorname{sinc} \left[ 2W \left( x - \frac{n}{2W} \right) \right]. \quad (6.2.15)
\]

Now consider a function of two variables \( f(r, \theta) \). If the Fourier transform \( F(\rho, \phi) \) of \( f(r, \theta) \) satisfies \( F(\rho, \phi) = 0, \rho > W \) and \( f(r, \theta) \) is angularly band-limited to \( K \), then we can apply Eqs. (6.2.14) and, say, (6.2.5) in succession to obtain
\[
f(r, \theta) = \sum_{l=0}^{N-1} \sum_{n=-\infty}^{\infty} \tilde{f} \left( \frac{n}{2W}, \frac{2\pi l}{N} \right) \operatorname{sinc} 2W \left( r - \frac{n}{2W} \right) \times \frac{\sin \left[ \frac{1}{2} \left( (N-1)(\theta - \frac{2\pi l}{N}) \right) \right]}{N \sin \left[ \frac{1}{2} (\theta - \frac{2\pi l}{N}) \right]}, \quad (6.2.16)
\]

where \( 0 \leq \theta < 2\pi \) and \( r \geq 0 \) if \( r, \theta \) represents polar coordinates. \( N \) is assumed even and \( \tilde{f} \left( \frac{n}{2W}, \frac{2\pi l}{N} \right) \) is given by
\[
\tilde{f} \left( \frac{n}{2W}, \frac{2\pi l}{N} \right) = \begin{cases} 
  f \left( \frac{n}{2W}, \frac{2\pi l}{N} \right), & n \geq 0 \\
  f \left( -\frac{n}{2W}, \frac{2\pi l}{N} + \pi \right), & n < 0.
\end{cases} \quad (6.2.17)
\]

We note that Eq. (6.2.17) is a consequence of the fact that the samples are originally collected on a bi-polar coordinate system \((\hat{r}, \Omega)\) where \(-\infty < \hat{r} < \infty\) and \(0 \leq \Omega < \pi\). The relation between \( \hat{r} \) and \( r \) is
\[
\hat{r} = \begin{cases} 
  r & \text{if } \theta = \Omega \\
  -r & \text{if } \theta = \Omega + \pi.
\end{cases} \quad (6.2.18)
\]
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Equation (6.2.16) is often used in the Fourier domain, when the image function \( f(x, y) \) is space-limited. Then the following theorem applies.

**Theorem:** Let \( f(x, y) \) be space-limited to \( 2A \). Let its Fourier transform in polar coordinates \( F(\rho, \phi) \) be angularly band-limited to \( K \). Then \( F(\rho, \phi) \) can be reconstructed from its polar samples via
\[
F(\rho, \phi) = \sum_{n=-\infty}^{\infty} \sum_{k=0}^{N-1} \tilde{F} \left( \frac{n}{2A}, \frac{2\pi k}{N} \right) \operatorname{sinc} \left[ \frac{2A(n - k)}{2A} \right] \sigma \left( \phi - \frac{2\pi k}{N} \right),
\]
where \( N \) is assumed even,
\[
\sigma = \frac{\sin \left[ \frac{1}{2} (N-1)\phi \right]}{N \sin \left[ \frac{1}{2} \phi \right]}, \quad (6.2.20)
\]
and
\[
\tilde{F} \left( \frac{n}{2A}, \frac{2\pi k}{N} \right) = \begin{cases} 
  F \left( \frac{n}{2A}, \frac{2\pi k}{N} \right), & n \geq 0 \\
  F \left( -\frac{n}{2A}, \frac{2\pi k}{N} + \pi \right), & n < 0.
\end{cases} \quad (6.2.21)
\]

By an appropriate change in the sigma(·) function, Eq. (6.2.19) can be used with \( N \) odd but in CT, where Eq. (6.2.19) has its major application, \( N \) is usually even.

6.2.3 Applications in Computer Tomography (CT)

CT reconstruction by direct Fourier techniques is based on the projection theorem [808] (as is the convolution back-projection method). The theorem states that the Fourier transform of a projection is a center cross section of the Fourier transform of the image. Thus, if \( f(x, y) \) represents the absorptivity function of the object with respect to a fixed coordinate system \( x-y \) and \( f_{\phi}(\hat{x}, \hat{y}) \) represents the object in a coordinate system \( \hat{x}-\hat{y} \) rotated from \( x-y \) by an angle \( \phi \), then the projection of the object at view angle \( \phi \) is defined as
\[
p_{\phi}(\hat{x}) = \int_{L} f_{\phi}(\hat{x}, \hat{y}) d\hat{y}, \quad (6.2.22)
\]
where \( L \) is the beam path. In practice \( p_{\phi}(\hat{x}) \) represents the data that are actually obtained. For each view angle \( \phi \), \( p_{\phi}(\hat{x}) \) is sampled at a sequence of points \( \{ \hat{x}_i \} \) determined by the location of the detectors. The angle \( \phi \) is then incremented by a small amount and the process is repeated. As many as 360 view angles might be used in a given run. We consider only the parallel beam geometry, i.e., for each view the \( N \) X-ray sources located on the side
of the object form $M$ parallel pencil beams which go through the object and are detected by $M$ detectors on the opposite side of the object. We shall ignore the fact that $p_{\phi}(\hat{x})$ is known only over a discrete set of points; this is done only to prevent obscuring the presentation with the details of discrete sampling.

The one-dimensional (1-D) Fourier transform (FT) of $p_{\phi}(\hat{x})$ is given by

$$P_{\phi}(u) = \int_{-\infty}^{\infty} p_{\phi}(\hat{x})e^{-j2\pi xu}d\hat{x}.$$  \hfill (6.2.23)

In Eq. (6.2.23), $\phi$ is held fixed and $u$ is a frequency variable that can be positive or negative. If $F(\rho, \phi)$ denotes the two-dimensional (2-D) FT of $f(x, y)$ in polar coordinates, then the projection theorem states that

$$P_{\phi}(\rho) = F(\rho, \phi), \quad \rho \geq 0, \quad 0 < \phi \leq 2\pi.$$  \hfill (6.2.24)

The correct interpretation of Eq. (6.2.24) is that the FT of each projection is a central cross section of the FT of the object. In theory if $F(\rho, \phi)$ were known everywhere, it would be a simple matter to convert this FT from polar to Cartesian coordinates. Assuming this to have been done and denoting the corresponding 2-D Cartesian FT by $F_c(u, v)$, we can reconstruct the object function by a Fourier inversion:

$$f(x, y) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} F_c(u, v)e^{j2\pi(ux+vy)}du\, dv.$$  \hfill (6.2.25)

Perhaps the most serious difficulty with the above approach is that $F(\rho, \phi)$ is not known everywhere but only on a finite discrete set of points \{$(\rho_j, \phi_k)$\}. The problem then becomes one of interpolating from the known values at the polar points to the values required over a rectangular Cartesian grid which allows the approximate realization of Eq. (6.2.25) via an inverse 2-D FFT routine.

Because the reconstructed image is highly sensitive to the quality of the interpolations, most of the commercial machines work in the spatial domain, using what is known as the convolution-back projection (CBP) method. In CBP, the projection function $p_{\phi}(\hat{x})$ is first convolved with an appropriate filter function $k(\hat{x})$ to produce a filtered projection function $g_{\phi}(s)$ and then $g_{\phi}(s)$ is back-projected to form the image $f(x, y)$. In mathematical terms this amounts to

$$g_{\phi}(s) = \int_{-\infty}^{\infty} p_{\phi}(\hat{x})k(s - \hat{x})d\hat{x}.$$  \hfill (6.2.26)

(\text{convolution-filtering}) followed by

$$f(x, y) = \int_{0}^{\pi} g_{\phi}[r\cos(\phi - \theta)]d\theta.$$  \hfill (6.2.27)
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(back-projection).

In Eq. (6.2.27), $x = r\cos \phi$ and $y = r\sin \phi$. If $N_{\rho}$ represents the number of views, then the CBP method requires $O(N_{\rho}^2)$ operations (i.e., multiplications and additions) on the data. In contrast the direct Fourier method, i.e., Eqs. (6.2.23) and (6.2.25) can produce satisfactory images using only $O(N_{\rho}^2 \log N_{\rho}^2)$ operations. We now sketch out how the direct Fourier method is actually used in CT.

In step (1) we compute $P_{\phi}(u)$ as in Eq. (6.2.23). In practice the discrete Fourier transform (DFT) is used and is implemented using the fast Fourier transform (FFT). In step (2) Eq. (6.2.24) is used to obtain $F(\rho, \phi)$ on a uniform polar lattice. The key step is step (3) in which Eq. (6.2.19) is used to interpolate $F(\rho, \phi)$ from a polar to a Cartesian lattice. Usually we take \(N = 2K + 2\) and evaluate the right-hand side of Eq. (6.2.17) at the appropriate Cartesian points \{$(u_l, v_m, l, m = \ldots, -2, -1, 0, 1, 2, \ldots)$\}, where

$$\rho_{lm} = \sqrt{u_l^2 + v_m^2} \geq 0,$$
$$\phi_{lm} = \cos^{-1} \left(\frac{u_l}{\rho_{lm}}\right).$$  \hfill (6.2.28)

This gives the set \{$(F_c(u_l, v_m) = F(\rho_{lm}, \phi_{lm}))$\} from which $f(x, y)$ can be computed by a two-dimensional inverse FFT (i.e., as shown in Eq. (6.2.25) for the continuous case).

In practice we must use an approximate version of Eq. (6.2.17) since we do not know the samples at an infinite number of discrete radial points. The approximate formula is given by

$$\hat{F}(\rho, \phi) = \sum_{n=n_{\rho}}^{N_{\rho}+L_{\rho}} \sum_{k=k_{\phi}}^{K_{\phi}} \hat{F} \left(\frac{n}{2A}, \frac{n\pi k}{K+1}\right) \sin\left[2A \left(\rho - \frac{n}{2A}\right)\right] \times \sigma \left(\phi - \frac{n\pi k}{K+1}\right),$$  \hfill (6.2.29)

where the nearest neighbors to the interpolated point are $[2A \rho] = n_{\rho}, [(K + 1)\phi/\pi] = k_{\phi}, [x]$ means rounding $x$ to the nearest integer, and $2L_{\rho} + 1$ and $2L_{\phi} + 1$ are the total number of points involved in the interpolation in the radial and azimuth directions, respectively. $L_{\rho}$ and $L_{\phi}$ are usually determined by trial and error, i.e., by examination of the reconstructed image. Typically 15 polar points suffice to produce images comparable in quality to convolution back-projection.

In practice one or more spectral conditioning operations are applied to improve the quality of the reconstructions. The actual implementation of the direct Fourier method is discussed in several places including references [866] and [867]. Here our intent was to demonstrate that polar sampling and interpolation has important application in real problems. A block diagram of the direct Fourier method is shown in Figure 6.1.
6.3 Spiral Sampling

6.3.1 Linear Spiral Sampling Theorem

Research in spiral sampling and interpolation is motivated by the problem of determining optimum scanning trajectories in magnetic resonance imaging (MRI). An older, less used, name is nuclear magnetic resonance (NMR) imaging. The linear spiral sampling theorem (LSST) can be stated in the space domain or in the Fourier domain. Since its primary application is in the Fourier domain we shall state it as such.

The main result of this section is an exact interpolation theorem of the form

$$F(p, φ) = \sum_j \sum_k F(ρ_jk, φ_k)Ψ(ρ, ρ_jk)σ(φ, φ_k).$$ (6.3.1)

where $F(p, φ)$ is the polar Fourier transform of a space-limited function $f(x, y)$ and is assumed angularly band-limited to $K$ and $Ψ(·, ·)$ and $σ(·, ·)$ are the radial and azimuthal interpolation functions, respectively.

Description of a Linear Spiral

A linear spiral in the Fourier plane can be described by the equations

$$u(φ) = α φ \cos φ,$$

$$v(φ) = α φ \sin φ, \quad 0 ≤ φ < ∞.$$ (6.3.2)

where $u(·)$ and $v(·)$ are the horizontal and vertical displacement coordinates, respectively, $α$ is a spacing parameter (determined by the extent of the object $f(x, y)$) and $φ$ is a growing azimuthal angle. We note that for a linear spiral, the distance to the origin, $ρ(φ)$, is given by

$$ρ(φ) = [u^2(φ) + v^2(φ)]^{1/2} = α φ.$$ (6.3.3)

By defining $φ = ρ \mod 2π$ and the revolution number $j$ as $\text{int}[φ/2π]$ ($\text{int}[x]$ indicates truncating $x$ to the nearest integer not larger than $x$) we can describe the sampling grid on a linear spiral scan as

$$u_{jk} = ρ_{jk} \cos φ_k,$$

$$v_{jk} = ρ_{jk} \sin φ_k,$$

$$ρ_{jk} = α(φ_k + 2\pi j), \quad 0 ≤ φ_k < 2π, \quad k = 0, 1, 2, \ldots, N_φ - 1,$$

$$j = 0, 1, 2, \ldots.$$ (6.3.4)

We let $N_φ$ be the number of samples per revolution. Figures 6.2 and 6.3 show a linear spiral and the corresponding sampling grid for $N_φ = 36$, respectively.

![FIGURE 6.2: An example of a linear spiral scan in the $u,v$ (frequency) plane.](image)
upper-half plane and the samples $r_{lk}, l < 0$, are located in the lower-half plane (see Fig. 6.3, where we omit the index $k$ as we do in what follows, since $k$ is held constant). Now, the spacings between $r_{l+1}$ and $r_l, l \geq 0$, are uniform as are the spacings between $r_l$ and $r_{l-1}$ for $l \leq -1$. However, the spacing between $r_0$ and $r_{-1}$ is different from the other spacings. It is convenient to refer to the spacing between and $r_0$ and $r_{-1}$ as the sum of two non-negative numbers $c_1 + c_2$ ($c_1 \geq 0, c_2 > 0$), where $c_1$ and $c_2$ are the actual distances of samples $r_0$ and $r_{-1}$ from the origin $u = v = 0$. Referring to the origin, the actual position of $r_{-1}$ is at $-c_2$ and the position of $r_0$ is $c_1$. Note that when $c_1 = 0$ and $c_2 = \Delta r = \Delta \rho$ the points are equally spaced, and therefore the sampling is uniform.

For a fixed $\phi_k = \theta, 0 \leq \theta < \pi$, it is not hard to see using (6.3.4) that

$$c_{1k} = \frac{\Delta r}{2\pi} \phi_k,$$

$$c_{2k} = c_{1k} + \frac{\Delta r}{2}$$

(6.3.8)

since $\Delta r = \Delta \rho = 2\pi \alpha$, where $\alpha \leq 1/4\pi A$. Also, the following relation defines the set of non-uniform samples $\{r_{lk}\}$ along a line, for each $\phi_k$

$$r_{lk} = \begin{cases} c_{1k} + l \Delta r, & l \geq 0 \\ -c_{2k} + (l + 1) \Delta r & l < 0 \end{cases} \phi_k = \theta \quad (0 \leq \theta < \pi)$$

(6.3.9)

and

$$r_{lk} = r_{l(k-K-1)} \quad \phi_k = \theta + \pi \quad (0 \leq \theta < \pi).$$

(6.3.10)

Thus, the reconstruction of $F(\rho, \phi)$ from its linear spiral samples is equivalent to the following interpolation problem: given the set of nonuniform sample points $\{r_{lk}\}, l = 0, \pm 1, \pm 2, \ldots; k = 0, 1, 2, \ldots, N_\phi - 1$ specified in (6.3.6), find $F(\rho, \phi)$. The theorem presented below is a solution to the problem.

Linear Spiral Sampling Theorem (LSST)

Let $f(x, y)$ be space-limited such that $f(x, y) = 0$ outside a disk of radius $A - \epsilon, 0 < \epsilon < A$, centered at the origin. Let its FT in polar coordinates $F(\rho, \phi)$ be angularly band-limited to $K$. Then, $F(\rho, \phi)$ can be reconstructed from its spiral samples $F(\rho_{jk}, \phi_k)$ where

$$\rho_{jk} = \frac{\phi_k}{4\pi A}, \quad j = 0, 1, 2, \ldots$$

$$\phi_k = \frac{\pi k}{(K+1)}, \quad k = 0, 1, 2, \ldots, 2K + 1$$

(6.3.11)

via

$$F(\rho, \phi) = \sum_{l=-\infty}^{\infty} \sum_{k=0}^{2K+1} F_1(r_{lk}, \phi_k) \Psi(r, r_{lk}) \sigma(\phi - \phi_k)$$

(6.3.12)
and where the samples \( F_1(r_{1k}, \phi_k) \) are obtained from \( F(\rho_{jk}, \phi_k) \) as implied by (6.3.6), namely,
\[
F_1(r_{1k}, \phi_k) = \begin{cases} F(\rho_{jk}, \phi_k), & l \geq 0 \\ F(\rho(-l-1)(k+K+1), \phi+k+K+1), & l < 0 \end{cases} \tag{6.3.13}
\]
for \( 0 \leq k < K + 1 \), and
\[
F_1(r_{1k}, \phi_k) = F_1(r_{1(k-1)}, \phi_k-K-1) \tag{6.3.14}
\]
for \( K + 1 \leq k < 2K + 2 \). The argument \( r \) of the interpolating functions \( \Psi(\cdot, \cdot) \) is obtained from (6.3.5) with \( \phi = \phi_k \) as follows
\[
r = \begin{cases} \rho, & 0 \leq k < K + 1 \\ -\rho, & K + 1 \leq k < 2K + 2 \end{cases} \tag{6.3.15}
\]
The interpolation function \( \Psi(\cdot, \cdot) \) is given by
\[
\Psi(r, r_{1k}) = B_{1k}(r) \text{sinc}(2A(r - r_{1k})), \tag{6.3.16}
\]
where
\[
B_{1k} = \begin{cases} \frac{\Gamma(2Ac_k + l) \Gamma(1 + 2A(r - c_{1k}))}{\Gamma(1 + l) \Gamma(2A(r + c_{2k}))}, & l \geq 0 \\ \frac{\Gamma(2Ac'_k - l) \Gamma(1 - 2A(r + c_{2k}))}{\Gamma(-l) \Gamma(-2A(r + c_{1k}))}, & l < 0 \end{cases} \tag{6.3.17}
\]
and \( \Gamma(\cdot) \) is the standard Gamma function. Also
\[
r_{1k} = \begin{cases} \frac{l}{2A} + c_{1k}, & l \geq 0 \\ \frac{l}{2A} - c_{2k}, & l < 0 \end{cases} \tag{6.3.18}
\]
and
\[
c_{1k} = \begin{cases} \frac{\phi_k}{4\pi A}, & 0 \leq \phi_k < \pi \\ \frac{\phi_k - \pi}{4\pi A}, & \pi \leq \phi_k < 2\pi \end{cases} \tag{6.3.19}
\]
\[
c_{2k} = c_{1k} + \frac{1}{4A}, \quad c_{2k}' = c_{2k} - \frac{1}{2A}, \quad c_k = c_{1k} + c_{2k}, \quad c_k' = c_k - \frac{1}{2A} \tag{6.3.20}
\]
Finally, \( \sigma(\cdot) \) is given by
\[
\sigma(\phi) = \frac{\sin[\frac{1}{2}(2K+1)\phi]}{(2K+2)\sin[\frac{1}{2}\phi]} \tag{6.3.21}
\]

The proof of this theorem is given in [989]. Also in [989] are given practical approximations of Eqs. (6.3.12) and (6.3.17), and the performance of the LSST both as given here and its practical approximation.

We remark in passing that because \( B_{1k}(\cdot) \) in (6.3.17) depends on \( r \), the interpolating functions \( \Psi(r, r_{1k}) \) can behave in a manner drastically different from the sinc(\( \cdot \)) function. The behavior of \( \Psi(r, r_{1k}) \) depends on the values of \( c_{1k} \) and \( c_{2k} \) [980]. When \( c_{1k} \) and \( c_{2k} \) have small values and \( |r| \) becomes large, \( \Psi(r, r_{1k}) \) behaves essentially like the sinc(\( \cdot \)) function.

### 6.3.2 Reconstruction from samples on expanding spirals

Equation (6.3.2) described the locus of linear spirals. For linear and expanding spirals, the locus is described by
\[
u(\varphi) = \alpha \varphi^\mu \cos(\varphi), \quad 0 \leq \varphi < \infty \tag{6.3.22}
\]
Then, with \( \rho(\varphi) \) denoting the distance to the origin, we get
\[
\rho(\varphi) = [u^2(\varphi) + v^2(\varphi)]^{\frac{1}{2}} = \alpha \varphi^\mu. \tag{6.3.24}
\]
where \( \mu \geq 1 \) and, as before, \( u(\varphi) \) and \( v(\varphi) \) are horizontal and vertical Cartesian coordinates. When \( \mu = 1 \) we obtain the linear spiral; for \( \mu > 1 \), we obtain an expanding spiral. The sampling grid on an expanding spiral is described by
\[
u_{jk} = \rho_{jk} \sin \phi_k, \tag{6.3.25}
\]
\[
u_{jk} = \rho_{jk} \cos \phi_k, \tag{6.3.26}
\]
\[
\phi_k = \frac{2\pi k}{N_\phi}, \quad k = 0, 1, \ldots, N_\phi - 1; \quad j = 0, 1, 2, \ldots, \tag{6.3.27}
\]
\[
\rho_{jk} = \alpha (\phi_k + 2\pi j)^\mu, \quad \mu > 1. \tag{6.3.28}
\]

In Eqs. (6.3.25) \( \phi = \varphi \mod 2\pi \) and \( j \) is the largest integer in \( \frac{\varphi}{2\pi} \) not exceeding \( \frac{\phi_k}{2\pi} \). It is shown in [990] that for arbitrary \( \mu > 1 \), it is not possible
to reconstruct \( F(\rho, \phi) \) (the continuous polar Fourier transform of the object function \( f(x, y) \)) exactly from the set of samples \( \{F(\rho_k, \phi_k)\} \).

At this point the reader might ask why we would even consider the non-linear case when an exact reconstruction exists for the linear spiral. The answer is, in short, that, if everything else remains the same, the non-linear spiral can reconstruct an image with higher resolution than that reconstructed by the linear spiral. This phenomenon is discussed in [990].

Before continuing, we refer to Fig. 6.4 to show how images in MRI are reconstructed from spiral samples of the Fourier transform. The spiral sampling itself is generated by the application of appropriate time-dependent gradients (see Eq. (6) in [989] and also [6]). An interpolation formula for approximating the samples on a Cartesian grid from samples on a polar grid that is valid for expanding spiral trajectories is the following:

\[
F(\rho, \phi) \simeq \tilde{F}(\rho, \phi) = \sum_{k=0}^{2K+1} \sum_{\nu=\infty}^{\infty} F_1(r_{\nu k}, \phi_k) \Psi_{\nu k}(r) \sigma(\phi - \phi_k),
\]

(6.3.29)

where \( F_1(r_{\nu k}, \phi_k) \) are the Fourier transform samples of \( F(\cdot, \cdot) \) obtained using the bi-polar variable \( r \) (see Eq. (6.3.5)), \( \sigma(\cdot) \) is given by Eq. (6.3.21), and \( \Psi_{\nu k}(r) \) is given by

\[
\Psi_{\nu k}(r) = \text{sinc} \left\{ \frac{2A}{T_k(r)} - \frac{l}{2A} \right\},
\]

(6.3.30)

In Eq. (6.3.30), \( T_k(r) \) is the transformation required to map radial sampling points on a non-linear spiral to uniformly spaced radial sampling points. The transformation involves the composition of two separate transformations: the first maps points on a non-linear spiral to points on a linear spiral; the second maps points on a linear spiral into a set of uniformly spaced samples. The procedure is discussed in [990] and the method for deriving \( T_k(r) \) is based on the Clark-Palmer-Lawrence technique discussed in their well-known paper [224]. In reconstructing high-frequency objects, Eq. (6.3.29) proved to yield better results with expanding spirals than Eq. (6.3.12) did using uniform spirals for the same data collection times. For more on the problem of reducing data collection times see [462].

In the last few sections we dealt with the problem of interpolating from non-uniform samples to uniformly spaced Cartesian samples. The question arises: Is there an interpolation formula that deals somewhat more generally with any set of non-uniform samples? Such a formula is discussed in the next section.

### 6.4 Reconstruction from Non-Uniform Samples by Convex Projections

As seen in the earlier sections, reconstruction of functions from non-uniformly spaced samples occurs in a number of practical situations. In MRI we might want to reconstruct an image from samples on a spiral scan [990]. In direct Fourier CT we wish to reconstruct the two-dimensional Fourier transform from non-uniformly spaced samples on a polar raster [867]. Examples of estimating wind velocity from non-uniformly spaced clouds from successive frames of satellite imagery, and the occurrence of non-uniform sampling in motion compensation are given in [794]. There are many other examples of naturally occurring non-uniform sampling that one could cite. Indeed a relatively large literature exists on the subject and some excellent references are given in [794] and [628]. To save time and space we refer the reader to these and other sources (e.g., [85]) for a review of non-uniform sampling reconstruction methods.

In the following subsections we derive an interpolation formula by the method of projections onto convex sets (POCS) or, equivalently, the method of convex projections. POCS has wide application in other areas as well: it has been used extensively in signal recovery problems and both the method and some applications are given in [860].

#### 6.4.1 The Method of Projections onto Convex Sets

The theory of convex projections developed by Bregman [113] and Gubin, polyak and Raik [372] was first applied to image processing by Youla and Webb [985]. The reader unfamiliar with the method is referred to [985, 816, 983].

Here, for the reader's benefit, we furnish only the basic ideas of POCS. To begin with, assume that all the functions of interest are elements of the Hilbert space \( H \) of square-integrable functions. Now consider a closed convex set \( C \subset H \). The set \( C \) is said to be convex if \( x, y \in C \) imply \( \alpha x + (1 - \alpha)y \in C \) for \( 0 \leq \alpha \leq 1 \). For any \( f \in H \), the projection \( Pf \) of \( f \) onto \( C \) is the element in \( C \) closest to \( f \). If \( C \) is closed and convex, \( Pf \) exists and is uniquely determined by \( f \) and \( C \) from the minimality criterion

\[
\|f - Pf\| = \min_{g \in C} \|f - g\|.
\]

(6.4.1)

This rule, which assigns to every \( f \in H \) its nearest neighbor in \( C \), defines the (in general) non-linear projection operation \( P : H \rightarrow C \) without ambiguity. In this discussion, the operator \( \|\cdot\| \) is taken to be the usual \( L_2 \)-norm.
The basic idea of POCS is as follows: Every known property of the unknown \( f \in H \) will restrict \( f \) to lie in a closed convex set \( C_i \) in \( H \). Thus, for \( m \) known properties there are \( m \) closed convex sets \( C_i, \ i = 1, 2, \ldots, m \) and \( f \in C_0 \equiv \bigcap_{i=1}^{m} C_i \). Then the problem is to find a point of \( C_0 \) given the sets \( C_i \) and projection operators \( P_i \) projecting onto \( C_i, \ i = 1, 2, \ldots, m \). The convergence properties of the sequences \( \{f_k\} \) generated by the recursion relation

\[
f_{k+1} = P_m P_{m-1} \cdots P_1 f_k, \quad k = 0, 1, \ldots, \tag{6.4.2}
\]

or more generally by

\[
f_{k+1} = T_m T_{m-1} \cdots T_1 f_k, \quad k = 0, 1, \ldots, \tag{6.4.3}
\]

with \( T_i \equiv I + \lambda_i (P_i - I), 0 < \lambda_i < 2 \), are based on fundamental theorems given by Opial [689] and Gubin et. al [372]. The \( \lambda_i, i = 1, \ldots, m \) are relaxation parameters and can be used to accelerate the rate of convergence of the algorithm; \( I \) is the identity operator. However, determining the ideal values of the \( \lambda \)'s is generally a difficult problem and for convex sets that are not linear subspaces we shall set \( \lambda \)'s to values somewhat arbitrarily between 1 and 2 in what follows.

6.4.2 Iterative Reconstruction by POCS

To avoid excessive notation we proceed in one dimension and give results in two dimensions only as needed. We are given a sequence of samples \( f(x_i), i = 1, 2, \ldots, N \) of an unknown real function \( f(x) \) and form the \( N \) sets

\[
C_i = \{g(x) : g(x_i) = f(x_i), G(\omega) = 0, |\omega| > 2\pi B\}, \quad i = 1, 2, \ldots \tag{6.4.4}
\]

In Eq. (6.4.4) \( B \) is the bandwidth and \( G(\omega) \) is the Fourier transform of \( g(x) \). In words, \( C_i \) is the set of all band-limited functions of one variable whose value at the sampling point \( x_i \) coincides with the value of the sampled function. Now given an arbitrary function \( h(x) \), how do we find its projection \( Ph \equiv g \) onto \( C_i \)? We leave this computation to Appendix A and present only the result

\[
g(x) = h(x) * 2B \text{sinc}(2Bx) + [g(x_i) - h(x_i) * 2B \text{sinc}(2Bx_i)] \times \text{sinc}(2B(x - x_i)) \tag{6.4.5}
\]

In Eq. (6.4.5) we use the notation

\[
h(x_i) * 2B \text{sinc}(2Bx_i) \equiv h(x) * 2B \text{sinc}(2Bx)|_{x = x_i} \tag{6.4.6}
\]

and \( * \) to mean ordinary convolution.) In Fig. 6.5 is shown the realization of Eq. (6.4.5) using an analog circuit. We observe that the result is intuitively satisfying; it says that the projection is obtained by first low-pass filtering \( h(x) \); then using the difference between the correct sample and the sampled low-pass filtered \( h(x) \) to modulate a sampling impulse; and finally adding the weighted low-pass impulse responses as a correction term to the original low-pass filtered \( h(x) \).

Equations (6.4.4) and (6.4.5) can be generalized in a straightforward fashion. Thus redefining \( C_i \) as

\[
C_i = \{g(x) \in L^2 : g(x_i) = f(x_i), G(\omega) = \mathcal{F}[g(x)] = 0, \omega \neq 0, \Omega \} \tag{6.4.7}
\]

where the dimensionality \( D = 1 \) or 2, we find the projection of an arbitrary \( h(x) \) onto \( C_i \) to be

\[
g(x) = P_i h(x)
\]

\[
= H(x) * K(x) + [f(x_i) - (h * K)(x_i)] \frac{K(x - x_i)}{K(0)}. \tag{6.4.8}
\]

In Eq. (6.4.7) we have used the notation

\[
(h * k)(x_i) \equiv h(x) * k(x)|_{x = x_i} \tag{6.4.9}
\]

and \( K(x) \) is the kernel associated with the support region \( \Omega \). The operator \( \mathcal{F} \) denotes the Fourier transform operator. Thus for \( D = 1 \) and \( \Omega = [-2\pi B, 2\pi B] \),

\[
K(x) = k(x) = 2B \text{sinc}(2Bx). \tag{6.4.10}
\]

For \( D = 2 \) and \( \Omega \) a square region of side \( 4\pi B \) centered at the origin,

\[
K(x) = k(x, y) = (2B)^2 \text{sinc}(2Bx) \text{sinc}(2By). \tag{6.4.11}
\]

For \( D = 2 \) and \( \Omega \) a circular region of radius \( 2\pi B \),

\[
K(x) = \frac{1}{2\pi} \int_{-2\pi B}^{2\pi B} \rho J_0(\sqrt{x^2 + y^2}) d\rho
\]

\[
= \frac{B}{r} J_1(2\pi r B). \tag{6.4.12}
\]

where \( J_n \) is the \( n \)-th order Bessel function of the first kind and \( r = \sqrt{x^2 + y^2} \). With \( P_i \) explicitly defined as in Eq. (6.4.7), and the relaxed projection \( T_i \) being \( I + \lambda_i (P_i - I), 0 < \lambda_i < 2 \), the iterative reconstruction algorithm becomes

\[
f_{k+1}(x) = T_N T_{N-1} \cdots T_1 f_k(x), \tag{6.4.14}
\]

with

\[
f_0 \equiv h(x). \tag{6.4.15}
\]
In Eq. (6.4.14), \( f_k(x) \) represents the \( k \)th estimate of a band-limited function consistent with all the samples, \( f_{k+1}(x) \) is the one-cycle improvement over \( f_k(x) \), and \( h(x) \) is the initial estimate which represents our best guess about the shape of the unknown function. The initial estimate \( h \) can be chosen a band-limited function so that the convolution in Eq. (6.4.7) can be omitted. Since \( P_i \) operating on any function always results in a band-limited function, the convolution as low-pass filtering would never be necessary in successive operations. The algorithm given in Eq. (6.4.14) converges to a point in the set \( C_0 = \bigcap_{i=1}^{N} C_i \).

In addition to prior knowledge of the band-limitedness of the unknown function, we might have other prior knowledge regarding \( f(x) \). If \( C_a, C_{\beta}, \ldots \) are closed convex sets of functions that share the prior known properties of \( f(x) \), we can modify Eq. (6.4.14) to include this prior knowledge as

\[
f_{k+1} = P_a P_\beta \cdots T_N T_{N-1} \cdots T_1 f_k.
\]

(6.4.16)

where \( P_a \) projects onto \( C_a \), etc. The use of prior knowledge usually enables faster convergence to a point in \( C_0 \).

**One-Step Reconstruction by POCS**

Our experimental results with the iterative algorithm confirm the observation made in [794] that the convergence rate for moderate size images is slow. The question that then arises is, is it possible to project directly onto the intersection set \( C_0 \)? The answer is yes because the \( N \) constraint sets \( C_i, i = 1, \ldots, N \) are very similar. Let us define the set \( C_0 \) explicitly as

\[
C_0 = \{ g(x) \in L_2^D : g(x_i) = f(x_i), \quad i = 1, 2, \ldots, N \}
\]

and

\[
G(\omega) = F\{g(x)\} = 0, \quad \omega \not\in \Omega
\]

(6.4.17)

where, as usual, \( F \) denotes the Fourier transform operator. The reader will note that \( C_0 \) defined in Eq. (6.4.17) is identical with \( C_0 \) defined as the intersection of the \( C_i \)'s, \( i = 1, \ldots, N \). In Appendix B we show that the one-step projection of an arbitrary \( h(x) \) onto \( C_0 \) is given by

\[
P_0 h(x) = q(x) + S(x)^T A^{-1} (f - q).
\]

(6.4.18)

where

\[
q(x) = h(x) * K(x),
\]

(6.4.19)

\[
f = [f(x_1) f(x_2) \cdots f(x_N)]^T,
\]

\[
q = [q(x_1) q(x_2) \cdots q(x_N)]^T,
\]

\[
S = [K(x - x_1) K(x - x_2) \cdots K(x - x_N)]^T,
\]

\[
A = [a_{ij}]_{N \times N},
\]

\[
a_{ij} = K(x_i - x_j), \quad i, j = 1, 2, \ldots, N.
\]

(6.4.20)

and \( * \) denotes convolution. Equation (6.4.20) is a formula for reconstructing a multidimensional function from \( N \) arbitrary sample. As \( N \to \infty \) and the sampling rate is high enough\(^1\), the reconstructed function approaches the unknown function regardless of the initial guess \( h(x) \).

It is satisfying to note that if the samples are uniformly distributed in \([0, T]\) (the one-dimensional case is assumed) so that \( x_i = i \Delta x \) and \( N \) is large enough, Eq. (6.4.20) yields a familiar result. In this case \( A = 2B I \) where \( I \) is the identity matrix and \( A^{-1} = (2B)^{-1} I \). Hence

\[
P_0 h(x) = q(x) + \sum_{i=1}^{N} f(i \Delta x) \frac{\sin(2B(x - i \Delta x))}{2B(x - i \Delta x)} - \sum_{i=1}^{N} q(i \Delta x) \frac{\sin(2B(x - i \Delta x))}{2B(x - i \Delta x)}.
\]

(6.4.21)

But since \( q(x) \) is band-limited to \( B \) it follows that

\[
q(x) \approx \sum_{i=1}^{N} q(i \Delta x) \frac{\sin(2B(x - i \Delta x))}{2B(x - i \Delta x)}
\]

(6.4.22)

for \( x \in [0, T] \) and not too near the end point. Also we assume \( \Delta x = T/N \leq 1/2B \).

Under these circumstances Eq. (6.4.21) reduces to

\[
f(x) \approx \sum_{i=1}^{N} f(i \Delta x) \frac{\sin(2\pi B(x - i \Delta x))}{2\pi B(x - i \Delta x)}.
\]

(6.4.23)

The one-step projection reconstruction which gives a band-limited function matching all samples in one shot involves the inversion of the matrix \( A \) whose elements depend on the locations of the samples and whose dimension is the number of samples. While in some particular cases \( A \) may be of Toeplitz form or of block-Toeplitz form, in general \( A \) is not Toeplitz and its inversion requires \( O(N^3) \) floating point operations. This is the main drawback to the one-step projection technique. In particular when \( N \) is large, the inversion of \( A \) becomes very sensitive to noise and the iterative algorithm, despite its slow convergence rate, may be preferable.

\(^1\)A necessary condition is that \( \lim N(T)/T = 2B \) where \( N(T) \) is the number of samples in an interval of length \( T \). For more discussion see [516].
6.5 Experimental Results

6.5.1 Reconstruction of One-Dimensional Signals

The function \( f_T(x) = \exp(-x^2/2) \cos(6\pi x) \) was used as a test signal. If we take as effective bandwidth \( B \) the frequency band within the one percent magnitude level of the spectrum then \( B = 6 \). A total of 48 samples were drawn from the interval \([-2, 2]\), which made the average sampling rate not lower than the Nyquist rate. The signal was reconstructed in the region \([-1, 1]\). The non-uniformly spaced samples were drawn at locations which deviate from the uniformly spaced locations by independent random amounts which are distributed according to the normal distribution. The standard deviation \( \sigma \) of the normal distribution was taken to be the interval between samples if they were uniformly spaced. A summary of the experimental results using five sets of samples as well as averaged values over ten sets of samples is shown in Table 6.1. Both the one-step projection method and the iterative method were tested. Since there is a random factor in the distribution of sample locations, it is possible that two or more samples might be very close. In such a case the matrix \( A \) used in the one-step method would be ill-conditioned, which would usually result in poor reconstruction. This difficulty can be avoided by first checking the distance between sampling points. If two points are very close together, then one of the samples is discarded. Since the sample discarded gives essentially the same information as the other point, by discarding it we do not lose any information available. However, the effective average sampling rate is reduced slightly.

Note that on the average one-step method (with overly close points removed) reconstructs the signal better than the iterative method. One possible explanation is that the convergence rate of the iterative method essentially goes to zero after a certain number of iterations.

Figures 6.6 and 6.7 illustrate reconstructions from two sets of samples. The last two columns in Table 6.1 show that, in this case at least, the

<table>
<thead>
<tr>
<th>data sets</th>
<th>mean sq. err.</th>
<th>mse</th>
<th># of iter.</th>
<th>mses</th>
<th># of iter.</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>.0442</td>
<td>.0754</td>
<td>149</td>
<td>.648</td>
<td>144</td>
</tr>
<tr>
<td>S2</td>
<td>.00175</td>
<td>.275</td>
<td>82</td>
<td>.228</td>
<td>63</td>
</tr>
<tr>
<td>S3</td>
<td>.0473</td>
<td>.0889</td>
<td>81</td>
<td>.786</td>
<td>75</td>
</tr>
<tr>
<td>S4</td>
<td>.48</td>
<td>.196</td>
<td>75</td>
<td>.149</td>
<td>216</td>
</tr>
<tr>
<td>S5</td>
<td>.24</td>
<td>.2097</td>
<td>107</td>
<td>.247</td>
<td>118</td>
</tr>
<tr>
<td>Average</td>
<td>.0655</td>
<td>.136</td>
<td>88.2</td>
<td>.139</td>
<td>89.9</td>
</tr>
</tbody>
</table>

TABLE 6.1: Summary of experimental results on 1-D reconstruction.

6. Polar, Spiral, and Generalized Sampling and Interpolation

6.6.1 Imposition of the Amplitude Constraint Set

The function \( f_T(x) = \exp(-x^2/2) \cos(6\pi x) \) was used as a test signal. If we take as effective bandwidth \( B \) the frequency band within the one percent magnitude level of the spectrum then \( B = 6 \). A total of 48 samples were drawn from the interval \([-2, 2]\), which made the average sampling rate not lower than the Nyquist rate. The signal was reconstructed in the region \([-1, 1]\). The non-uniformly spaced samples were drawn at locations which deviate from the uniformly spaced locations by independent random amounts which are distributed according to the normal distribution. The standard deviation \( \sigma \) of the normal distribution was taken to be the interval between samples if they were uniformly spaced. A summary of the experimental results using five sets of samples as well as averaged values over ten sets of samples is shown in Table 6.1. Both the one-step projection method and the iterative method were tested. Since there is a random factor in the distribution of sample locations, it is possible that two or more samples might be very close. In such a case the matrix \( A \) used in the one-step method would be ill-conditioned, which would usually result in poor reconstruction. This difficulty can be avoided by first checking the distance between sampling points. If two points are very close together, then one of the samples is discarded. Since the sample discarded gives essentially the same information as the other point, by discarding it we do not lose any information available. However, the effective average sampling rate is reduced slightly.

Note that on the average one-step method (with overly close points removed) reconstructs the signal better than the iterative method. One possible explanation is that the convergence rate of the iterative method essentially goes to zero after a certain number of iterations.

Figures 6.6 and 6.7 illustrate reconstructions from two sets of samples. The last two columns in Table 6.1 show that, in this case at least, the

<table>
<thead>
<tr>
<th>data sets</th>
<th>mse</th>
<th># of iterations</th>
<th>mses</th>
<th># of iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>.271</td>
<td>106</td>
<td>.242</td>
<td>96</td>
</tr>
<tr>
<td>S2</td>
<td>.141</td>
<td>130</td>
<td>.114</td>
<td>90</td>
</tr>
<tr>
<td>S3</td>
<td>.340</td>
<td>89</td>
<td>.345</td>
<td>81</td>
</tr>
<tr>
<td>S4</td>
<td>.491</td>
<td>96</td>
<td>.367</td>
<td>85</td>
</tr>
<tr>
<td>S5</td>
<td>.571</td>
<td>129</td>
<td>.473</td>
<td>64</td>
</tr>
</tbody>
</table>

TABLE 6.2: Comparison of iterative method with and without magnitude constraint.

imposition of the amplitude constraint set

\[ C_a = \{ g(x) : -1 \leq g(x) \leq 1 \} \]
For spirals that “grow” faster than the linear spiral, there exists no interpolation formula that will exactly interpolate from samples on points of such spirals. However approximate interpolation formulas, that work well in practice, exist and can be used efficiently in magnetic resonance imaging by direct Fourier methods.

Finally we introduced the basic ideas of the method of projections onto convex sets and derived iterative and one-shot procedures for interpolating from samples at arbitrary locations.
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6.5 Conclusions

In this chapter we discussed polar, spiral, and general nonuniform sampling grids and the reconstruction / interpolation of functions from their samples on such grids. In medical imaging, where situations arise that make it necessary to interpolate from polar to uniformly spaced Cartesian points, we introduced two formulas for doing this exactly: Equation (6.2.16) from interpolating from samples on a uniform-in-radius, uniform-in-angle polar grid; and Eqs. (6.3.12–6.3.14) for interpolating from samples on a linear spiral.

<table>
<thead>
<tr>
<th></th>
<th>One step</th>
<th>POCS Iterative</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S/E (dB)</td>
<td>S/E (dB)</td>
</tr>
<tr>
<td>S1</td>
<td>12.56</td>
<td>12.37</td>
</tr>
<tr>
<td>S2</td>
<td>14.30</td>
<td>14.28</td>
</tr>
<tr>
<td>S3</td>
<td>6.75</td>
<td>6.57</td>
</tr>
<tr>
<td>S4</td>
<td>7.10</td>
<td>7.05</td>
</tr>
<tr>
<td>S5</td>
<td>12.60</td>
<td>12.60</td>
</tr>
<tr>
<td>S6</td>
<td>13.47</td>
<td>13.74</td>
</tr>
<tr>
<td>S7</td>
<td>11.64</td>
<td>11.64</td>
</tr>
<tr>
<td>S8</td>
<td>15.59</td>
<td>15.59</td>
</tr>
<tr>
<td>Average</td>
<td>11.79</td>
<td>11.73</td>
</tr>
</tbody>
</table>

TABLE 6.3: Experimental results on reconstruction of the 64 x 64 image square, limited to 4.5 cycles/image dimension.
6. Polar, Spiral, and Generalized Sampling and Interpolation

FIGURE 6.4: Flowchart describing the direct Fourier reconstruction method in MRI.

FIGURE 6.5: Analog realization of the projection onto $C_i$.

FIGURE 6.6: (a) Original function and sampling data set $S_1$; (b) Reconstruction by one-step method from $S_1$; (c) Reconstruction by iterative method from $S_1$; and (d) Reconstruction by iterative method with magnitude constraint from $S_1$. 
FIGURE 6.7: (a) Original function and sampling data set S2; (b) Reconstruction by one-step method from S2; (c) Reconstruction by iterative method from S2; and (d) Reconstruction by iterative method with magnitude constraint from S2.

FIGURE 6.8: (a) Original image to be reconstructed; (b) Reconstruction by one-step method, S/E = 12.56 dB; (c) Reconstruction by POCS iterative method, S/E = 12.37 dB.
Appendix A

A.1 Derivation of Projections onto Convex Sets $C_i$

Let

$$C_i = \{g(x) \in L_p^D : g(x_i) = f(x_i)\}.$$  
$$G(\omega) = \mathcal{F}\{g(x_i)\} = 0, \quad \omega \not\in \Omega.$$ (A.1)

The conditions that define $C_i$ can be rewritten in the frequency domain as

$$\int_{\mathbb{R}} G(\omega) e^{j\omega x_i} d\omega / (2\pi)^D = f(x_i)$$  
$$G(\omega) = 0, \quad \omega \not\in \Omega.$$ (A.2)

and

$$J = ||f - g||^2.$$ (A.4)

$|| \cdot ||$ being the $L_2$-norm. Using the method of Lagrange multipliers we let $J_\alpha$ be the auxiliary function to be minimized:

$$J_\alpha = ||g - h||^2 + \lambda [g(x_i) - f(x_i)].$$ (A.5)

Then

$$J_\alpha = \int_{\Omega} |G(\omega) - H(\omega)|^2 \frac{d\omega}{(2\pi)^D} + \lambda \left[ \int_{\Omega} G(\omega) e^{j\omega x_i} \frac{d\omega}{(2\pi)^D} - f(x_i) \right]$$
$$= \int_{\Omega} [(G_R - H_R)^2 + (G_I - H_I)^2] \frac{d\omega}{(2\pi)^D}$$
$$+ \lambda \left\{ \int_{\Omega} [G_R \cos(\omega x_i) - G_I \sin(\omega x_i)] \frac{d\omega}{(2\pi)^D} - f(x_i) \right\}.$$ (A.6)

The imaginary term in Eq. (A.6) has been set to zero since we assume that all $h, g$ etc. are real. Using the variational principle, the quantity $J_\alpha$ is minimized when, for all $\omega \not\in \Omega$,

$$2(G_R - H_R) + \lambda \cos(\omega x_i) = 0.$$ (A.7)
and
\[2(G_I - H_I) + \lambda \sin(\omega x_i) = 0. \quad (A.8)\]
Therefore
\[G = G_R + jG_I = H_R + jH_I - \frac{\lambda}{2} \left[ \cos(\omega x_i) - j \sin(\omega x_i) \right] = 0 \quad (A.9)\]
for \( \omega \in \Omega \), and is zero for \( \omega \notin \Omega \). The function \( g \) can then be obtained from the inverse Fourier transform of \( G \), i.e.,
\[g(x) = \int_{\Omega} H(\omega) - \frac{\lambda}{2} e^{-j\omega x} e^{j\omega x} \frac{d\omega}{(2\pi)^D} = \int_{-\infty}^{\infty} H(\omega) - \frac{\lambda}{2} e^{-j\omega x} W(\omega) e^{j\omega x} \frac{d\omega}{(2\pi)^D}. \quad (A.10)\]
where \( W(\omega) \) is a window function, i.e.,
\[W(\omega) = \begin{cases} 0, & \omega \notin \Omega \\ 1, & \omega \in \Omega. \end{cases} \quad (A.11)\]

We denote the inverse Fourier transform of \( W(\omega) \) by \( K(x) \) and define it as the kernel of the band-limiting system. Then the function \( g \) can be written as
\[g(x) = h(x) * K(x) - \frac{\lambda}{2} k(x - x_i). \quad (A.12)\]
The constant \( \lambda \) is obtained from the condition \( g(x_i) = f(x_i) \), which requires that
\[\frac{\lambda}{2} = -\frac{1}{K(0)} [g(x_i) - h(x) * k(x)]x_i]. \quad (A.13)\]
Using Eq. (A.13) in Eq. (A.12) gives the final result for the projection as
\[P_h = g = h(x) * K(x) + \frac{1}{K(0)} [g(x_i) - (h * k)(x)]k(x - x_i). \quad (A.14)\]
The kernel \( K(x) \) can be expressed explicitly for various particular band-limiting systems as follows. By definition,
\[K(x) = \int_{-\infty}^{\infty} W(\omega) e^{j\omega x} \frac{d\omega}{(2\pi)^D}. \quad (A.15)\]
6. Polar, Spiral, and Generalized Sampling and Interpolation

For the one-dimensional case \( (D = 1) \) and \( \omega = [-2\pi B, 2\pi B] \),
\[K(x) = \int_{-2\pi B}^{2\pi B} e^{j\omega x} \frac{d\omega}{(2\pi)} = 2B \sin 2\pi B x \quad (2\pi B x) = 2B \sin(2Bx). \quad (A.16)\]
and \( K(0) = 2B \). For \( D = 2 \) and \( \Omega \) a centered square region, \( \omega = \{(u, v) : u, v \in [-2\pi B, 2\pi B] \} \),
\[K(x, y) = \int_{-2\pi B}^{2\pi B} \int_{-2\pi B}^{2\pi B} e^{i(ux + vy)} dudv = (2B)^2 \sin(2Bx) \sin(2By). \quad (A.17)\]
and \( K(0, 0) = (2B)^2 \). For \( D = 2 \) and \( \Omega \) a circular region of radius \( 2\pi B \),
\[K(x, y) = \frac{1}{4\pi} \int_{0}^{2\pi B} \int_{0}^{2\pi} e^{i(x \rho \cos \theta + y \rho \sin \theta)} \rho d\rho d\theta \]
\[= \frac{1}{2\pi} \int_{0}^{2\pi} \int_{0}^{2\pi B} \rho J_0(\sqrt{x^2 + y^2}) d\rho \]
\[= \frac{B}{\sqrt{x^2 + y^2}} J_1(2\pi B \sqrt{x^2 + y^2}). \quad (A.18)\]
Here \( J_n(\cdot) \) denotes the \( n \)th-order Bessel function of the first kind. In this case \( K(0, 0) = \pi B^2 \).
Appendix B

B.1 Derivation of the Projection onto the Set $C_0 \equiv \cap_i C_i$

The set $C_0$ of all band-limited functions which match the $N$ sampled values of the function $f$ at $x_1, x_2, \ldots, x_N$ is

$$C_0 = \{g(x) \in L^2_D : g(x_i) = f(x_i), \; i = 1, 2, \ldots, N\}$$

and

$$G(\omega) = \mathcal{F}\{g(x)\} = 0, \; \omega \notin \Omega.$$  \hspace{1cm} (B.1)

Let the projection of an arbitrary function $h$ onto $C_0$ be denoted by $g = Ph$. Then $g$ minimizes

$$J = ||g - h||^2 = ||G - H||^2$$

and $G = \mathcal{F}\{g\}$ satisfies the constraints

$$G(\omega) = 0, \; \omega \notin \Omega,$$  \hspace{1cm} (B.2)

and

$$\int_{\Omega} G(\omega)e^{j\omega x_i} \frac{d\omega}{(2\pi)^D} = f(x_i), \; i = 1, 2, \ldots, N.$$  \hspace{1cm} (B.3)

As usual let $J_b$ be the auxiliary function

$$J_b = \int_{\Omega} |G(\omega) - H(\omega)|^2 \frac{d\omega}{(2\pi)^D}$$

$$+ \sum_{i=1}^{N} \lambda_i \left[ \int_{\omega} G(\omega)e^{j\omega x_i} \frac{d\omega}{(2\pi)^D} - f(x_i) \right].$$  \hspace{1cm} (B.4)

The quantity $J_b$ is minimized when, for all $\omega \notin \Omega$,

$$2(G_R - H_R) + \sum_{i=1}^{N} \lambda_i \cos(\omega x_i) = 0$$  \hspace{1cm} (B.5)

and

$$2(G_I - H_I) - \sum_{i=1}^{N} \lambda_i \sin(\omega x_i) = 0.$$  \hspace{1cm} (B.6)
Again the assumption of real functions has been used so that imaginary terms are set to zero.

From algebraic manipulation of Eqs. (B.5), (B.6) and (B.2), \( G \) is found to be

\[
G(\omega) = G_R + jG_I = \begin{cases} 
H(\omega) = \sum_{i=1}^{N} \frac{\lambda_i}{2} e^{-j\omega x_i}, & \omega \in \Omega \\
0, & \omega \notin \Omega.
\end{cases}
\] (B.7)

Therefore

\[
g(x) = \int_{\Omega} H(\omega)e^{j\omega x} \frac{d\omega}{(2\pi)^D} - \sum_{i=1}^{N} \lambda_i K(x - x_i)
= h(x) * K(x) - \frac{1}{2} \sum_{i=1}^{N} \lambda_i K(x - x_i).
\] (B.8)

The constants \( \lambda_1, \lambda_2, \ldots, \lambda_N \) are determined by the \( N \) sampled values

\[
g(x_i) = (h * K)(x_i) - \frac{1}{2} \sum_{i=1}^{N} \lambda_i K(x - x_i)
= f(x_i), \ i = 1, 2, \ldots, N.
\] (B.9)

The system of equations of Eq. (B.9) can be written in matrix form as

\[
q - \frac{1}{2} A \lambda = f.
\] (B.10)

where

\[
\begin{align*}
f &= [f(x_1) f(x_2) \cdots f(x_N)]^T, \\
q &= [q(x_1) q(x_2) \cdots q(x_N)]^T, \\
\lambda &= [\lambda_1 \lambda_2 \cdots \lambda_N]^T, \\
A &= [a_{ij}]_{N \times N}, a_{ij} = K(x_i - x_j), \ i, j = 1, 2, \ldots, N, \\
q(x) &= (h * k)(x).
\end{align*}
\]

If the matrix \( A \) is not singular, then

\[
\frac{1}{2} \lambda = -A^{-1}(f - g)
\] (B.11)

and, finally,

\[
g = Ph = q(x) - S(x)^T \lambda = q(x) + S(x)^T A^{-1}(f - q),
\] (B.12)

where

\[
S(x) = [K(x - x_1) K(x - x_2) \cdots K(x - x_N)]^T.
\] (B.13)
Clearly, such analysis necessitates the development of new tools to facilitate practical applications. Of particular significance are formulas that deal with bounds on the essential errors of the sampling expansions, namely, **aliasing** and **truncation** errors. This is the major topic of this chapter.

The Shannon sampling theorem, its applications and various extensions, have been the subject of intensive research in the field of communications and almost all fields of engineering and science in the past thirty or so years. As witness to this are the hundreds of research papers that are available on the subject. Over one thousand references are listed in the bibliography of this volume.

7.1 Introduction—Sampling Theorems

7.1.1 The Shannon Sampling Theorem—A Brief Introduction and History

The statement of the sampling theorem, when introduced by Shannon, was that “If a function \( f(t) \) contains no frequencies higher than \( W \) cycles per second (cps), it is completely determined by giving its ordinates at a series of points spaced \( \frac{1}{2W} \) seconds apart.” Shannon’s simple proof starts by representing such signal \( f(t) \) as Fourier transform of the spectrum \( F(w) \), which is band-limited to \((-2\pi W, 2\pi W)\).

\[
f(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} F(w)e^{-j2\pi wt} \, dw = \frac{1}{2\pi} \int_{-\pi W}^{\pi W} F(w)e^{-j2\pi wt} \, dw. \tag{7.1.1}
\]

Then he moved to establish the sampling series for \( f(t) \).

\[
f(t) = \sum_{n=-\infty}^{\infty} f \left( \frac{n}{2W} \right) \frac{\sin \pi (2Wt - n)}{\pi (2Wt - n)}. \tag{7.1.2}
\]

after writing the Fourier series for the spectrum \( F(w) \) on the interval \((-2\pi W, 2\pi W)\) in (7.1.1),

\[
F(w) = \sum_{n=-\infty}^{\infty} c_n e^{jwn/2W} \tag{7.1.3}
\]

allowing the term-by-term integration of this series inside the integral of (7.1.1) and recognizing that the Fourier coefficients \( c_n \) in (7.1.3) are proportional to the samples of the signal as

\[
c_n = \frac{1}{2W} f \left( \frac{n}{2W} \right).
\]

The term by term integration is justified when the spectrum \( F(w) \) is assumed to be square-integrable on \((-2\pi W, 2\pi W)\).
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Since this sampling theorem is treated in detail in many places, we will be satisfied with the above simple derivation, which can still be found here as a special case of the generalized sampling theorem that we shall present soon in Subsection 7.1.2.

7.1.2 The Sampling Theorems

Consider the Fourier transform of the signal \( f(t) \)

\[
f(t) = \int_{-\infty}^{\infty} F(w)e^{j2\pi wt} \, dw. \tag{7.1.4}
\]

Signals are transmitted on a finite band of frequency, for example, \( w \in (-a, a) \). This means that \( F(w) \) vanishes outside this band. Such signals are called band-limited to the bandwidth \( a \), and we shall denote them by \( f_a(t) \):

\[
f_a(t) = \int_{-a}^{a} F(w)e^{j2\pi wt} \, dw. \tag{7.1.5}
\]

This can also be written as

\[
f_a(t) = \int_{-\infty}^{\infty} p_a(w) F(w)e^{j2\pi wt} \, dw \tag{7.1.6}
\]

where

\[
p_a(w) = \begin{cases} 1, & |w| \leq a \\ 0, & |w| > a \end{cases}
\]

is the gate function which is the system function representation for the ideal low-pass filter. If we consider \( f(t) \) as the voltage across one unit of resistance, then \( \int_{-\infty}^{\infty} |f(t)|^2 \, dt \) should represent the total energy, which for all practical purposes is finite and we call the signal a finite energy signal. If we consult the Parseval equality for the Fourier transforms, we can easily see that

\[
\frac{1}{2\pi} \int_{-\infty}^{\infty} |F(w)|^2 \, dw = \int_{-\infty}^{\infty} |f(t)|^2 \, dt. \tag{7.1.8}
\]

Hence, for a finite energy signal, the right-hand side of (7.1.8) is finite and we conclude that \( F(w) \) is square-integrable on \((-\infty, \infty)\), i.e., \( \int_{-\infty}^{\infty} |F(w)|^2 \, dw < \infty \). As indicated earlier, this condition is important for facilitating the analysis of the series representation of band-limited signals, especially in regard to allowing the term-by-term integration of the Fourier series of \( F(w) \) on \((-a, a)\). It should be easy to see from (7.1.8) that a band-limited signal has finite energy when \( F(w) \) is square-integrable on \((-a, a)\): i.e.,

\[
\int_{-\infty}^{\infty} |f_a(t)|^2 \, dt = \frac{1}{2\pi} \int_{-a}^{a} |F(w)|^2 \, dw < \infty. \tag{7.1.9}
\]
The Shannon Sampling Theorem

As was shown in (7.1.1)-(7.1.3), the Shannon sampling theorem interpolation for a band-limited signal \( f_a(t) \) in terms of its samples \( f_a(n\pi/a) \) states that for the band-limited signal (7.1.5) with square-integrable \( F(w) \) on \((-a, a)\) we have

\[
f_a(t) = \sum_{n=-\infty}^{\infty} f_a \left( \frac{n\pi}{a} \right) \frac{\sin(at - n\pi)}{(at - n\pi)}. \tag{7.1.10}
\]

As we indicated earlier, one of the simplest proofs starts with writing the Fourier series expansion for \( F(w) \) of (7.1.5) in terms of the orthogonal set of functions \( \{e^{i(n\pi/a)w}\} \) on the interval \((-a, a)\); i.e.,

\[
F(w) = \sum_{n=-\infty}^{\infty} c_n e^{-i\frac{n\pi}{a}w}. \tag{7.1.11}
\]

The Fourier coefficients \( c_n \) are obtained as

\[
c_n = \frac{1}{2a} \int_{-a}^{a} F(w) e^{i\frac{n\pi}{a}w} dw = \frac{1}{2a} f_a \left( \frac{n\pi}{a} \right) \tag{7.1.12}
\]

After consulting (7.1.5) we recognize the above integral as \( f_a(n\pi/a) \); the samples of the signal \( f_a(t) \) in (7.1.5). The Fourier series (7.1.11), then, becomes

\[
F(w) = \frac{1}{2a} \sum_{n=-\infty}^{\infty} f_a \left( \frac{n\pi}{a} \right) e^{-i\frac{n\pi}{a}w}. \tag{7.1.13}
\]

To obtain \( f_a(t) \) as in (7.1.5), we multiply (7.1.13) by \( e^{iwt} \) and then integrate both sides from \(-a\) to \(a\):

\[
f_a(t) = \int_{-a}^{a} F(w) e^{iwt} dw = \frac{1}{2\pi} \int_{-a}^{a} e^{iwt} \sum_{n=-\infty}^{\infty} f_a \left( \frac{n\pi}{a} \right) e^{-i\frac{n\pi}{a}w} dw. \tag{7.1.14}
\]

The assumption that \( F(w) \) is square-integrable on \((-a, a)\) is sufficient for exchanging the integration with the infinite summation to obtain

\[
f_a(t) = \frac{1}{2a} \sum_{n=-\infty}^{\infty} f_a \left( \frac{n\pi}{a} \right) \int_{-a}^{a} e^{i(wt - n\pi)} dw
\]

which simplifies immediately to (7.1.10), after performing the above simple integration.

We should stress here that the importance of the Shannon sampling expansion lies not only in interpolating signals, but also in specifying the required spacing \( \pi/a \) in terms of the bandwidth \( a \). Such a spacing requirement plays an important role in developing the discrete Fourier transform.
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whose efficient algorithm is the useful fast Fourier transform (FFT). In this regard, as we cover the present chapter generalization to other integral transforms-type sampling theorem, the latter sampling plays a parallel role in specifying the spacing for the discrete version of such transforms [682, 454, 442, 456].

Next we give a very brief presentation of the main errors incurred in the practical application of the sampling series (7.1.10). This paves the way for drawing the parallel analysis of deriving bounds for such errors associated with the (Kramer–Weiss) extension, or generalization, of the Shannon sampling theorem (7.1.10, 7.1.5).

Two main errors may be involved in the practical application of the sampling expansion of signals, namely, those of \( \epsilon_N \), the truncation error and the aliasing error, \( \epsilon_A \). The truncation error is due to use of only a finite number \((2N + 1)\) of samples instead of the infinite number required by the series (7.1.10),

\[
\epsilon_N(t) = \left| f_a(t) - \sum_{n=-N}^{N} f_a \left( \frac{n\pi}{a} \right) \frac{\sin(at - n\pi)}{(at - n\pi)} \right|. \tag{7.1.15}
\]

The aliasing error, on the other hand, is due to the uncertainty of knowing exactly the bandwidth \( a \) of the received signal \( f(t) \) of (7.1.4) which is assumed (incorrectly) to be band-limited signal \( f_a(t) \) for the sampling expansion (7.1.10) to apply to \( f(t) \),

\[
\epsilon_A = \left| f(t) - \sum_{n=-\infty}^{\infty} f_a \left( \frac{n\pi}{a} \right) \frac{\sin(at - n\pi)}{(at - n\pi)} \right|. \tag{7.1.16}
\]

The task here is to find estimates for the upper bounds for each of these errors. Numerous results for the upper bound of the truncation error have been reported since the early fifties. These results are covered in our tutorial review [440], Weiss [944] and then Brown [117], have established that

\[
\epsilon_A \leq \frac{1}{\pi} \int_{|w|>a} |F(w)| dw. \tag{7.1.17}
\]

Recently, Splittstößer [853] presented a very useful review of the aliasing error for the Shannon sampling theorem.

We can also speak of time limited signals,

\[
F_T(w) = \frac{1}{2\pi} \int_{-T}^{T} f(t) e^{iwt} dt, \tag{7.1.18}
\]

where \( f(t) \) is given in (7.1.4). According to the uncertainty principle, a signal cannot be band-limited as in (7.1.5) and time limited as in (7.1.18) at the same time. In case we are forced into such a situation, we must admit an error and we usually optimize to find the shape of the signal that minimizes
such an error. An obvious situation may occur when we have a time limited signal (7.1.18) but still want to use the sampling expansion (7.1.10), even though we cannot assume a band-limited function to a, i.e., an uncertainty in knowing the required bandwidth a for (7.1.10). In practice we assume a bandwidth a and admit the aliasing error (as in (7.1.16)), which requires derivation of an upper bound like that of (7.1.17); hence, the results will be reported within the accuracy of such a bound.

Next we will present the extension of the Shannon sampling theorem to include more transforms with general kernel $K(x,t)$ besides the exponential Fourier $e^{i\omega t}$ kernel of (7.1.4) and (7.1.5).

### 7.1.2 The Generalized Transform Sampling Theorem

In the last section we presented the Shannon sampling expansion (7.1.10) for the finite limit Fourier transform (7.1.5) as a representation of band-limited signals. Here we will present a generalization of the sampling theorem for functions represented by general integral transforms with kernel $K(x,t)$, for example, as a solution of the Sturm-Liouville problem.

Consider $f_1(t)$ as the following $\kappa$-transform of $F(x)$:

$$ f_1(t) = \int I \rho(x)K(x,t)F(x)\,dx $$

(7.1.19)

where $F(x)$ is square-integrable on the interval $I$ and $\{K(x,t_n)\}$ is a complete orthogonal set on the interval $I$ with respect to a weight function $\rho(x)$. Signals $f_1(t)$, as represented by the finite limit integral transform (7.1.19), are sometimes termed transform limited [437, 444] as opposed to band-limited in the case of the truncated inverse Fourier transform with its special exponential kernel $K(w,t) = e^{i\omega t}$. The generalized sampling theorem [943, 503] gives the following sampling expansion for $f_1(t)$ of (7.1.19):

$$ f_1(t) = \lim_{N \to \infty} \sum_{|n| \leq N} f_1(t_n)S_n(t) $$

(7.1.20)

where

$$ S_n(t) = S(t,t_n) = \frac{\int I \rho(x)K(x,t)K(x,t_n)\,dx}{\int I \rho(x)|K(x,t_n)|^2\,dx} $$

(7.1.21)

is the interpolation (sampling) function. Here $K(x,t_n)$ is the complex conjugate of $K(x,t)$.

The simplest proof parallels that for the Shannon sampling theorem in (7.1.11), (7.1.13). We write the orthogonal expansion for $F(x)$ in (7.1.19) in terms of $K(x,t_n)$; i.e.,

$$ F(x) = \sum_{n=1}^{\infty} c_n K(x,t_n). $$

(7.1.22)
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$$ c_n = \frac{\int I \rho(x)F(x,t)K(x,t_n)\,dx}{\int I \rho(x)|K(x,t_n)|^2\,dx} \right|_{x=t}, $$

$$ f_1(t_n) = \frac{\int I \rho(x)|K(x,t_n)|^2\,dx}{\int I \rho(x)|K(x,t_n)|^2\,dx} $$

(7.1.23)

after using (7.1.19) to give the value of the integral as $f_1(t_n)$. We then multiply both sides of (7.1.22) by $\rho(x)K(x,t)$ and formally integrate term by term to obtain

$$ \int I \rho(x)K(x,t)F(x)\,dx = f_1(t) $$

$$ = \sum_{n=1}^{\infty} f_1(t_n)S_n(t) $$

after using (7.1.19) for $f_1(t)$ and (7.1.21) for the sampling function $S_n(t)$. We indicate that the same proof can be followed when $K(x,t)$ of (7.1.19) is expanded in terms of the same orthogonal functions $K(x,t_n)$. However, the shortest proof is to use Parseval’s equality for the integral in (7.1.19) with the Fourier coefficients $c_n$ of (7.1.23) and $S_n(t)$ of (7.1.21) for $F(x)$ and $K(x,t)$, respectively. It is clear that the Shannon sampling expansion (7.1.10) for $f_0(t)$ in (7.1.5) is a special case of (7.1.20) corresponding to $K(x,t) = e^{i\omega t}$. More on the theoretical aspects of integrating the results of such general integral transforms is found in Higgins [393, p. 69], and in more detail in our monograph [453]. The emphasis here is on our own contributions over the past two decades, especially in regard to application and error analysis.

As we have mentioned, the conditions on the kernel $K(x,t)$ in (7.1.19) for this theorem are exhibited by the solutions of the Sturm-Liouville problem, which we will illustrate next for the case of $K(x,t) = J_0(\omega t)$, the Bessel function of the first kind of order 0. Further study and illustration of the generalized sampling theorem was done by Campbell [189], which included the case of the Legendre function kernel $P_\alpha(x)$. Other illustrations including the associated Legendre function $P_\alpha^n(x)$, the Gegenbauer function $C_\alpha(x)$, the Chebyshev functions $T_\alpha(x)$, and the Legendre polynomial $P^n_\alpha(x)$ [827] were done in detail in [434]. We also suggested using the aforementioned results in scattering problems in physics [439]. Illustrations were also done for orthogonal expansions on the infinite interval instead of the usual finite interval. This included the $L_\alpha^n(x)$-Laguerre transform on $(0,\infty)$ as found in [439], and the $H_\alpha^n(x)$-Hermite (or parabolic cylinder functions) transform in [445]. Campbell [189] was the first to raise the question concerning the possibility of a relation, or equivalence, between the Shannon sampling theorem and its present generalization. This was later studied in some depth and was formulated as a few basic theorems that gave clear conditions for the equivalence between the two sampling theorems [440, 435, p. 1569].
As indicated in the tutorial review article [440, p. 1568], this extension was first suggested by Whittaker [948]. The above statement is very closely associated with that of Kramer [503] in his 1959 paper. However, this same expansion, its proof and the association of the kernel with the solution of second-order self-adjoint Sturm-Liouville problem, was considered earlier in 1957 by Weiss [943]. Weiss presented this result and, unfortunately, was satisfied with sending only a short abstract of his detailed presentation of this result. Later, this author, through his personal correspondence, received a copy of the original manuscript for Weiss’ detailed presentation [943]. It may be only fair now to say that this extension had been originated by Whittaker, or even Lagrange, and was finally settled by both Kramer [503] and Weiss [943]; thus we may call it the Kramer-Weiss sampling theorem. Higgins [393, p. 69] also noted that their usual association of the general kernel in (7.1.19) with the Sturm-Liouville problem orthonormal solutions is not necessary. He points to Kak [468], who derived the Walsh sampling theorem as a special case of the above theorem, without restoring to a solution of a differential equation. We add that there are more examples of this sort including the very clear and dependable method of using complex contour integration for this general sampling expansion (7.1.20), as well as for its extension that involves the samples of the function and its derivatives [458, 440, p. 1573]. The generalized sampling theorem with more and different conditions on the transformed function $F(x)$ in (7.1.19) was addressed in [450].

The Bessel-Type Sampling Series

Here we will illustrate the above extension of the sampling theorem for the case of the kernel being a Bessel function of the first kind of order zero, $J_0(x)$. This will be our primary example for illustrating the necessary tools and the error bounds that we shall present in this chapter. Also, it is the most commonly used integral transform, other than the Fourier transform, with applications for instance in optics [704]. In this case, the transform (7.1.19) becomes the following finite limit $J_0$-Hankel (or Bessel) transform, where the interval $I$ is taken as $(0, b)$.

$$f_b(t) = \int_0^b x J_0(x) F(x) dx. \quad (7.1.24)$$

The sampling function $S_n(t)$ of (7.1.21) is

$$S(t, t_n) = S\left( t, \frac{j_0, n}{b} \right) = \int_0^b x J_0(x) J_0(\frac{2 \pi}{b} x) dx = \frac{2 J_0(\frac{2 \pi}{b})}{b^2} J_1(\frac{j_0, n}{b}), \quad (7.1.25)$$

where $t_n = \frac{j_0, n}{b}$ and $\{j_0, n\}$ are the zeros of the Bessel function $J_0$; i.e., $J_0(j_0, n) = 0, n = 1, 2, \ldots$. Some familiar properties of the Bessel functions are used to evaluate the integrals of (7.1.25). The final sampling series (7.1.20) for the finite limit $J_0$-Hankel transform becomes

$$f_b(t) = \sum_{n=1}^{\infty} f_n \left( \frac{j_0, n}{b} \right) \frac{2 j_0, n J_0(bt)}{b^2(\frac{2 \pi}{b^2} x - t^2) J_1(j_0, n)}. \quad (7.1.26)$$

We note here that the weight function $\rho(x) = x$ is introduced explicitly in (7.1.24) instead of implicitly.

The truncation error for this generalized Bessel sampling series, as a special case of (7.1.20), can be defined in the same way as in (7.1.15):

$$\epsilon_N(t) = \left| f_b(t) - \sum_{n=1}^{N} f_n \left( \frac{j_0, n}{b} \right) \frac{2 j_0, n J_0(bt)}{b^2(\frac{2 \pi}{b^2} x - t^2) J_1(j_0, n)} \right|. \quad (7.1.28)$$

In comparison to the numerous results for improving the upper bound for the truncation error (7.1.15) of the Shannon sampling expansion (or cardinal series), we find that until 1977 [440, p. 1568], there is one simple result for the generalized sampling expansion (7.1.20), attributed to Yao [974]. This was followed many years later by our practical bound [459] for the above truncation error of the Bessel sampling series where complex contour integration was the main derivation tool. This will be the subject of discussion in Subsection 7.2.2, where we establish a lower bound for the Bessel function that is essential for the was not previously available in the literature.

Again, the idea of the aliasing error in applying the generalized sampling theorem (7.1.19)-(7.1.20) is that we are usually not sure about the exact finite interval $I$, i.e., $f(t)$ may not be “band-limited” (or “transform limited”) to $(0, b)$ as $f_b(t)$, but we still apply the above Bessel sampling series (7.1.26) to its samples $f(\frac{2 \pi}{b} x)$. Such an application to $f(t)$ and not $f_b(t)$ results in the “aliasing error” $\epsilon_A$ of the sampling expansion,

$$\epsilon_A = \left| f(t) - \sum_{n=1}^{\infty} f_n(t_n) S(t, t_n) \right|. \quad (7.1.29)$$

which in the case of the $J_0$-Hankel transform becomes

$$\epsilon_A = \left| f(t) - \sum_{n=1}^{\infty} f_n \left( \frac{j_0, n}{b} \right) \frac{2 j_0, n j_0(bt)}{b^2(\frac{2 \pi}{b^2} x - t^2) J_1(j_0, n)} \right|. \quad (7.1.30)$$

We stress again the presence (or forced use) of the samples $\{f(\frac{2 \pi}{b} x)\}$ of the “non-band-limited” $f(t)$ instead of the required band-limited samples $f_b(\frac{2 \pi}{b} x)$, which is the essence of the aliasing error.
The first practical aliasing error bound for the generalized sampling expansion was achieved in 1988 as a result of our long-standing attempts [454]. This was illustrated for \( f(t) \), the \( J_0 \)-Hankel (Bessel) transform of monotonically decreasing spectrum \( F(w) \geq 0 \), as

\[
\epsilon_A(t) \leq \frac{3}{2} \int_{b}^{\infty} wF(w)dw + \frac{|bJ_1(bt)|}{t} |F(b)|. \quad (7.1.31)
\]

We note that the first (integral) term of the bound (7.1.31) is of the same form as that of the aliasing error bound of Weiss [943] and Brown [118, 117], given by (7.1.17). The method for the derivation of such an aliasing error bound (7.1.31) will be the subject of Subsection 7.2.1. This will be presented after preparing the "relatively new tools" necessary for such derivation. This will be discussed in Subsections 7.1.4 and 7.1.5.

It is now time to comment on the long delay in having the aliasing error bound of (7.1.31). As will become evident in Subsections 7.1.4, 7.1.5 and 7.2.1, use of kernels other than complex exponential (or trigonometric) kernels results in loss of many important properties and tools. This includes additivity of the exponents in multiplying Fourier exponential kernels, and the closely related periodicity of such Fourier kernels for the Fourier series expansion. Looking at the method of deriving the aliasing error bound (7.1.17) for the Shannon sampling series one feels helpless with a Bessel function kernel, where the two above essential properties of the derivation of (7.1.17) are non-existent. The solution is development of parallel tools, e.g., a "generalized Poisson sum formula" [454] for the Bessel transform without the usual reliance on the periodicity of the trigonometric Fourier series. This formula was derived, as we shall see in Subsection 7.1.5, with the use of our own concept of "generalized translation" [437, 444] that is compatible with the Hankel transform. This means that such general translation must stand as a parallel to the usual translation seen in the convolution product of the Fourier transforms. Earlier attempts did not use these tools, and the results were abandoned as they involved tedious derivation and long-winded reliance on properties of Bessel functions [946].

In the following Subsection we will discuss our first attempt [437] at giving a system interpretation for the present extension of the sampling theorems (7.1.19)-(7.1.20).

### 7.1.3 System Interpretation of the Sampling Theorems

In this section we will discuss the first interpretation for the generalized sampling series (7.1.20) that we suggested in 1969 [437]. It parallels that given for the Shannon sampling series (7.1.10), but it is for a time varying system impulse response. This is indicated by the \( t \) and \( \tau = t_n \) dependence in the sampling function \( S(t, t_n) \) of (7.1.21) versus the time invarrying (time shift dependent only) sampling function,

\[
S(t, t_n) = \frac{\sin(at - n\pi)}{(at - n\pi)}. \quad (7.1.32)
\]

of (7.1.10). Such analysis would necessitate the introduction [437, 444] of the "generalized translation" of \( t \) by \( \tau \): \( t\theta(t) \) instead of \( t - \tau \), to be compatible with the \( t, \tau \) relations of the sampling function \( S(t, t_n) \) which we had adopted; writing it, then, as \( S(t\theta(t_n)) \). The summary of the analysis of this section for a system interpretation of the Bessel-type sampling series of (7.1.26), for example, is that the signal \( f_0(t) \) in (7.1.24), (7.26) can be considered as "the output of band (or transform)-limited and (time invarrying) low-pass filter with a time varying impulse response." Such response is expressed as the (main) integral in the numerator of the sampling function \( S(t, t_n) \) in (7.1.25). Again, it is this same concept of the general translation that is needed for the development of Bessel-type Poisson sum formula, which became our main tool for deriving the first aliasing error bound for general sampling expansion [454]. We mention that whereas we introduced such a generalized translation concept in 1969, Churchill [221] had a similar concept in mind for general integral transforms other than the Fourier one, which appeared in the 1972 edition of his operational calculus book [221].

### System Interpretation—Time Varying System and the Generalized Translation

Consider the following transform

\[
f(t) = \int \rho(w)K(w, t)F(w)dw \equiv \kappa\{F\} \quad (7.1.32)
\]

with the Fourier-type inverse

\[
F(w) = \int \rho(t)\overline{K(w, t)}f(t)dt \equiv \kappa^{-1}\{f\}. \quad (7.1.33)
\]

Here \( \overline{K(w, t)} \) stands for the complex conjugate of \( K(w, t) \). Also, unless otherwise indicated, the limits of integration are not finite and will be specified for the particular integral transform.

#### a) Generalized translation

As we had indicated above for the generalized sampling expansion (7.1.20), when we deal with transforms of non-exponential kernels, we do not expect the usual translation "or shift" property that we are so accustomed to in dealing with the Laplace and Fourier transforms. This shift property was very important in defining the convolution products that are essential for developing the convolution theorems for the Laplace and Fourier transforms. Thus, in considering a convolution product for transforms (7.1.32)-(7.1.33), which are, in general, without exponential kernels, it is necessary...
to introduce a compatible transformation called a “generalized translation” [437, 444]. The $\tau$-generalized translation $f(t\tau)$ of $f(t)$ is defined for such transforms (7.1.32)-(7.1.33) by

$$f(t\tau) = \int \rho(w)F(w)K(w, t)K(w, \tau)dw. \quad (7.1.34)$$

This definition is not surprising since the translation for the Fourier transform is also the result of multiplying the transformed function by an exponential function which is of the same type as the transform kernel.

We have already indicated that the form $S(t, t_0)$ of the sampling function (7.1.20) in the Bessel-sampling series (7.1.26) represents a generalized translation which can be written now as $S(t, t_0)$. To illustrate this idea, we can show that the $J_0$-Hankel transform of the gate function $p_a(w)$ is $S(t) = \frac{aJ_1(at)}{t\tau}$.

To find the $\tau$-generalized translation $S(t, \tau) \equiv S(t\tau) = \frac{aJ_1(a(t\tau))}{t\tau}$ of this function $S(t)$, we compute the $J_0$-Hankel transform of $J_0(wr)p_a(w)$,

$$\frac{aJ_1(a(t\tau))}{t\tau} = \int_0^a wJ_0(wr)J_0(wr)dw \equiv S(t\tau)$$

$$= \frac{a\int_0^a J_1(at)J_0(ar) - arJ_1(ar)J_0(at)}{t^2 - \tau^2} \quad (7.1.35)$$

as can be found with the aid of the Bessel functions properties [940].

b) Generalized convolution product and theorem

Let $f(t)$ and $g(t)$ be the integral transforms of $F(w)$ and $G(w)$ as in (7.1.32), respectively, we define the convolution product $(f * g)(t)$ of $f$ and $g$ by

$$(f * g)(t) = \int \rho(\tau)g(\tau)f(t\tau)d\tau = \int \rho(w)F(w)G(w)K(w, t)dw. \quad (7.1.36)$$

It is clear that this convolution product is commutative, i.e., $f * g = g * f$, and it can be shown to be associative too; i.e., $(f * (g * h)) = ((f * g) * h)$.

It should be easy now to formally state a convolution theorem for the general $\kappa$-transforms (7.1.32)-(7.1.33),

$$\kappa\{f * g\}(t) = F(w)G(w). \quad (7.1.37)$$

c) System analysis—Time varying impulse response

The system function $H(w, t)$ is defined as

$$H(w, t) = \frac{1}{K(w, t)}\int \rho(\tau)h(t, \tau)K(w, \tau)d\tau. \quad (7.1.38)$$
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where $h(t, \tau)$ is the time varying impulse response.

$$h(t, \tau) = \int \rho(w)H(w, t)K(w, t)K(w, \tau)dw. \quad (7.1.39)$$

These definitions are in agreement with those given in D’Angelo [243]. In this formal treatment we assume the validity of interchanging the order of integration which requires the absolute integrability of either one of the integrals.

If we consider $f(t)$ in (7.1.32) as the output of the time varying impulse response $h(t, \tau)$, and $g(t)$ as the output, it is known [991, 243] that by summing the responses $h(t, \tau_j)f(\tau_i)\Delta \tau$ (for all $j$) for the inputs $f(\tau_i)$, $i = 1, 2, \ldots$, we can, for a linear system, sum over $\tau_i$ to have the output, after considering the limit of the sum as

$$g(t) = \int \rho(\tau)h(t, \tau)f(\tau)d\tau. \quad (7.1.40)$$

If we substitute for $f(\tau)$ of (7.1.32) in (7.1.40), interchange the integrals, use (7.1.38) for $H(w, t)$ and assume the uniqueness of $G(w)$, the inverse of $g(t)$, we obtain:

$$G(w) = F(w)H(w, t)$$

or

$$H(w, t) = \frac{F(w)}{G(w)}. \quad (7.1.41)$$

This is a time invaring, but it still corresponds to time varying impulse response $h(t, \tau)$. In other words, it appears that such treatment shifts the time variance of the system function to the impulse response representation.

d) System interpretation of the sampling theorem

The generalized sampling theorem uses a finite limit integral transform, given by (7.1.19) with the sampling series

$$f(t) = \sum_n f(t_n)S(t, t_n).$$

where $\sum_n$ stands for the required infinite sum. The sampling function $S(t, t_n) \equiv S_n(t)$ is given as in (7.1.21).

As is well-known, the physical interpretation [757] for the special case of $K(w, t) = e^{jwt}$, i.e., the Shannon sampling expansion, is that $f(t)$ is the output of an ideal low-pass filter with impulse response $S(t, t_n) = \sin(\pi(t - t_n))/\pi(t - n)$ for $I$ as $[-\pi, \pi]$ and with the input taken to be the pulse train \{$f(n)$\} = \{f(n)$\}.

Here we will attempt a physical interpretation for the generalized sampling series (7.1.20). In (7.1.38) consider the system function $H_1(w, t) = 1$. 
with its corresponding impulse response \(h_1(t, \tau)\),
\[
K(w, t) = \int \rho(\tau)h_1(t, \tau)K(w, \tau)d\tau. \tag{7.1.42}
\]

Thus, \(h_1(t, \tau)\) can be recognized as a generalization of the Dirac delta function \(\delta(t-\tau)\) and as the response to \(K(w, t)\) instead of \(e^{jwt}\). This is in agreement with the definition of the delta function given in Zemanian [1002] for the case of the Hankel transform where \(K(w, t) = J_0(wt)\). In keeping with the usual notation we denote \(h_1(t, \tau)\) by \(\delta(t-\tau)\) as the limit of the integral
\[
\int \rho(x)K(x, t)K(x, \tau)d\tau = S(t, \tau)\int \rho(x) |K(x, \tau)|^2 dx \tag{7.1.43}
\]
as \(I\) becomes infinite. We note here that this \(S(t, \tau)\) of (7.1.43) has a similar form as that of its special case, the sampling function \(S(t, t_n)\) of (7.1.21).

Next we consider the band (or transform)-limited function \(f_1(t)\) of (7.1.19) as the output of a system with impulse response \(h_2(t, \tau)\) and with input \(f(t)\), i.e.,
\[
f_1(t) = \int \rho(\tau)h_2(t, \tau)f(\tau)d\tau. \tag{7.1.44}
\]

Here, \(f_1(t)\) of (7.1.19) is the transform of \(p_1(w)F(w)\). If we let the system function be \(H_2(w)\) and use (7.1.41), we obtain
\[
H_2(w) = \frac{p_1(w)F(w)}{F(w)} = p_1(w).
\]

Thus, we have a system function \(H_2(w, t)\) as the time invariant gate function which corresponds to a time varying impulse response,
\[
h_2(t, \tau) = \int p_1(w)\rho(w)K(w, \tau)d\tau.
\]
\[
= S(t, \tau)\int \rho(x) |K(x, \tau)|^2 dx \tag{7.1.45}
\]

Hence, the physical interpretation for the sampling expansion (7.1.20) can be given as \(f_1(t)\) being the output of a low-pass filter in the sense of these general transforms. Moreover, it is associated with the time varying impulse response \(h_2(t, \tau)\) of (7.1.45) that is directly related to the form \(S(t, \tau)\) of the sampling function in (7.1.21) and with the pulse train samples \(\{f_1(t_n)\}\) as its input.

The complete details of this analysis are found in [444, 940] and in a self-contained textbook format in [456, Sect. 3.6]. The main definitions are consistent with those given by Churchill [221] in operational mathematics and in the electrical engineering references on the subject, e.g., D'Angelo [243], Zadeh [991] and Zemanian [1002].

### 7. Error Analysis

#### 7.1.4 Self-Truncating Sampling Series for Better Truncation Error Bound

In this section we will show that the self-truncating version of the Shannon sampling series, as suggested by Helms and Thomas [385], is due to an indirect use of the hill functions (B-splines), well known in numerical analysis. This is done in the hope of having a tighter bound on the truncation error. To clarify the analysis, we developed an extension [444] to the discretization of the Fourier convolution product [845]. This was in the sense of extending the known result to three functions, then extending this result for the general transforms of the present sampling theorem.

#### The Role of the Hill Functions (B-Splines) for a Self-Truncating Sampling Series

Consider the Fourier transform
\[
F(w) = \frac{1}{2\pi} \int_{-\infty}^{\infty} f(t)e^{-jwt}dt \tag{7.1.46}
\]
of the function
\[
f(t) = \int_{-\infty}^{\infty} F(w)e^{jwt}dw.
\]

The hill function (B-spline) of order \(R + 1\), \(\varphi_{R+1}(a(R + 1), w)\), is well-known in numerical analysis and is defined as the \(R\)th fold (Fourier transform) convolution product.
\[
\varphi_{R+1}(a(R + 1), w) = (\varphi_{1}(a, -)*\cdots*\varphi_{R}(a, -))(w)
\]
\[
= (\varphi_{1}(a, -)*\varphi_{R}(aR, -))(w)
\]
\[
= \int_{-\infty}^{\infty} \varphi_{1}(a, x)\varphi_{R}(aR, w - x)dx
\]
\[
\varphi_{1}(a, w) = p_{a}(w) = \begin{cases} 1, & |w| < a \\ 0, & |w| > a \end{cases}
\]

As a consequence of this convolution product, \(\varphi_{R+1}(a(R + 1), w)\) vanishes for \(|w| > a(R + 1)\) and is the Fourier transform of \(\eta_{R+1}(t) = [2\sin(at)/t]^{R+1}\), since the Fourier transform of \(\varphi_{1}(a, w)\) is \(\eta_{1}(t) = 2\sin(at)/t\). Unless otherwise indicated, \(\varphi_{R+1}(w)\) will be written for \(\varphi_{R+1}(a(R + 1), w)\).

The exact explicit form of \(\varphi_{R+1}(w)\) is given in Ditkin and Prudnikov [262], with some of its properties and computations done by Segethova [809] and de Boor [249, 250], see also [441].
The following demonstrates how the hill function of higher order \( \varphi_{R+1}(w) \) is used in signal analysis to make its sampling series a self-truncating one.

As we have indicated in Subsection 7.1.3, the system interpretation of the Shannon sampling series in (7.1.10) is that the signal \( f_{\alpha}(t) \) has passed through an ideal low-pass filter whose system function is the gate function \( \varphi\alpha(a, w) \). In practice we can only have a finite number, \( 2N + 1 \), of the samples in (7.1.10); hence, there is a need for an upper bound of the truncation error \( \epsilon_N \), as in (7.1.15), resulting from the truncation of (7.1.10). To obtain a better upper bound on the truncation error that decreases faster with \( N \), Helms and Thomas [385] presented the following self-truncating sampling expansion for \( f(t) \), band-limited to \( ra \), without mentioning the hill function:

\[
    f(t) = \sum_{n=\pm \infty} f(\frac{n\pi}{a}) \left[ \frac{\sin(\frac{aq}{m}(t - \frac{n\pi}{a}))}{\frac{aq}{m}(t - \frac{n\pi}{a})} \right]^* \sin(at - n\pi) \\
    (7.1.48)
\]

where \( q = 1 - r, \quad 0 < r < 1 \). For their optimal truncation error bound, \( m \) was chosen to equal approximately the optimum value \( Nq(a) + \epsilon \). To further clarify the systems interpretation of Helms and Thomas' self-truncating sampling series in (7.1.48), we derived the following simple extension [444] of the discretization of the Fourier convolution product [845].

Let \( f, g \) be Lebesgue integrable and continuous on the real line with \( f \) band-limited to \( ra \), \( g \to qa; \quad r + q = 1 \) and \( h \) to \( a \); i.e., \( F(w) = 0, \quad w > ra; \quad G(w) = 0, \quad w > qa \); and \( H(w) = 0, \quad w > a \). Then

\[
    \int_{-\infty}^{\infty} f(\tau)g(\tau - t')h(t - \tau) d\tau \\
    = \frac{\pi}{a} \sum_{n=\pm \infty} f(\frac{n\pi}{a}) g(\frac{n\pi}{a} - t') h(\frac{n\pi}{a}). \\
    (7.1.49)
\]

The proof, which will help to illustrate (7.1.48), is a straightforward one when we note that \( (F \ast \text{Ge}^{i\tau}) H(w) \) is the inverse Fourier transform of the integral in (7.1.49), which is band-limited to \( a \).

\[
    \frac{1}{2\pi} \int_{-\infty}^{\infty} f(\tau)g(\tau - t')h(t - \tau) d\tau \\
    = \int_{-a}^{a} (F \ast \text{Ge}^{i\tau})(w) H(w)e^{iwt} dw. \\
    (7.1.49a)
\]

since the Fourier transform of the convolution product \( (F \ast \text{Ge}^{i\tau})(w) \) is band-limited to \( ra + qa = a \). If we now write the Fourier series expansion of \( (F \ast \text{Ge}^{i\tau})(w) \) and \( H(w)e^{iwt} \) in terms of \( \text{Ge}(n\pi/a)w \) on \( (-a, a) \), then use Parseval's equality, we obtain (7.1.49). With the choice of \( H(w) = \varphi_1(a, w) \), (7.1.49) becomes the Shannon sampling expansion of \( f(t)g(t - t') \) as band-limited to \( a \).

\[
    f(t)g(t - t') = \sum_{n=\pm \infty} f(\frac{n\pi}{a}) g(\frac{n\pi}{a} - t') \sin(at - n\pi) \\
    (at - n\pi). \\
    (7.1.50)
\]

To obtain a self-truncating sampling expansion for \( f(t) \), we may choose \( g \) to improve the convergence of the series. Helms and Thomas' choice corresponds to

\[
    g(t) = \left[ \frac{\sin(\frac{aq}{m}t)}{\frac{aq}{m}t} \right]^m = \left[ \frac{m}{2aq} \eta_m(\frac{aq}{m}) \right]^m. \\
    (7.1.51)
\]

which when used in (7.1.50) with \( t = t' \) gives (7.1.48). If we compare (7.1.49) with (7.1.48), we conclude that the self-truncating series (7.1.48), compared to the usual sampling series (7.1.10), is the result of having the transform of the signal \( f(t) \) being convolved with \( G(w) \), a hill function of order \( m \), before passing through the gate function \( H(w) = \varphi_1(a, w) \). Hence the role of the higher order hill function, disguised in terms of its Fourier transform \( \eta_m(t) = [\sin(\frac{aq}{m}t)/t]^m \) in (7.1.48), is established, improving the estimate of the truncation error bound of this signal representation.

A special case of (7.1.49), for two band-limited functions \( f \) and \( g \), will be used in Subsection 7.3.4 in our development of retaining the important interpolation property to the Speletoesser's generalized (optimal) sampling sum of approximating theory [845].

In the next section we will develop the analysis for "new hill" functions associated with other known integral transforms, other than the Fourier, in an attempt to derive a self-truncating version of the generalized sampling expansion of such transforms (7.1.19)-(7.1.21). These new functions or tools will again facilitate the physical interpretation of the general self-truncating sampling series. It is hoped that they will aid in future research toward developing a tighter truncation error bound than the first one we derived in 1982 for the case of the Bessel-type sampling series [459].

The General Transform Hill Functions

After introducing the concept of generalized translation in (7.1.34) and its associated convolution theorem in (7.1.37) for general transforms, we can now define "general transform hill functions" to serve toward a self-truncating generalized sampling series.

In the sense of the general \( \kappa \)-transform in (7.1.32)-(7.1.33), we define the hill function \( \psi_{R+1}(w) \) paralleling that of \( \varphi_{R+1}(w) \) in (7.1.47), to be the \( R \)-fold convolution product (7.1.36) of the (gate function) \( \psi_1(w) = pr(w) \).

\[
    \psi_{R+1}(w) = (\psi_1 \ast \cdots \ast \psi_1)(w) = \int \rho(x)\psi_1(x)\psi_R(w\theta x) dx \\
    = \int \rho(t)\xi_1(t)^{R+1}K(w, t) dt. \\
    (7.1.52)
\]
where $\xi_1(t) \equiv \xi_1(I, t)$ is the $\kappa$-transform of $\psi_1(w)$ which is band-limited to $I$.

Note here that the general translation for constructing the new hill function (7.1.52) is not easy to perform. We have, however, developed a method of computing the regular hill functions $\varphi_{R+1}(w)$ (B-splines) [441] which can be easily extended to express the $\psi_{R+1}(w)$ defined on the interval $I$ as a series of the orthogonal set $\{K(w, t_n)\}$.

$$\psi_{R+1}(w) = \sum \frac{[\xi_1(t_n)]^{R+1}K(w, t_n)}{||K(t_n)||^2} \tag{7.1.53}$$

which is clearly self-truncating. Here,

$$||K(t)||^2 = \int I \rho(w) |K(w, t)|^2 dw.$$

Also, the hill function (B-spline) $\varphi_{R+1}(\alpha(R+1), w)$ is an even function in $w$, a polynomial of degree $R$, defined on each of the $(R+1)/2$ and $(R+2)/2$ subintervals of $[0, \alpha(R+1)]$ for $R$ odd and $R$ even, respectively, with continuous derivatives up to $R-1$ (Ditkin and Prudnikov [262]; Segelova [809]). Note that even though the discontinuities of $\varphi_1(a, w)$ are being smoothed through the Fourier convolution product that produced $\varphi_{R+1}(w)$, it is still the simple translation of this convolution that propagates these discontinuities. With the generalized translation involved in generating $\psi_{R+1}(w)$, one can expect a smoother hill function, as we illustrated in [442, 444] for the Hankel (Bessel) transform (7.1.54)-(7.1.55).

It is reasonable to expect that the bandwidth $J_0$, associated with $\psi_{R+1}(w)$, is larger than $I$ of $\psi_1(w)$. This should be investigated for each transform. In the meantime, we write $J(I, R)$ to indicate such dependence where $J = (R+1)I$ for the Fourier transform. Our illustrations for this and the preceding concepts will involve the Hankel (Bessel) transform, where our investigations indicate that $J = (R+1)I$.

Consider the $J_0$-Hankel (Bessel) transform $H_0(w)$.

$$H_0(w) = \int_0^\infty tJ_0(tw)dt \tag{7.1.54}$$

and its inverse $h_0(t)$

$$h_0(t) = \int_0^\infty wH_0(w)J_0(wt)dw \tag{7.1.55}$$

where $J_0$ is the Bessel function of the first kind of order zero. The above transforms are symmetric; hence, there is no confusion in referring to either one as the transform, $\xi_1(t) = (aJ_1(at))/t$ is the $J_0$-Hankel transform of (the gate function) $\psi_1(w)$. The $\tau$-generalized translation of $(aJ_1(at))/t$ is given by (7.1.35).

7. Error Analysis

In (7.1.49) we developed the discretization of the Fourier convolution product for three functions to give a clearer physical interpretation of the self-truncating (Shannon) sampling series of Helms and Thomas [385]. Here we shall present the discretization of a similar convolution product (7.1.34) associated with the general transform, (7.1.32)-(7.1.33) which will be illustrated for the $J_0$-Hankel transforms (7.1.54)-(7.1.55). This will provide us with the simplest proof of the generalized sampling theorem and, more importantly, the development of "generalized" self-truncating sampling series as we shall present in (7.1.60).

The convolution product, (7.1.34) for the generalized $\kappa$-transforms in (7.1.32)-(7.1.33) can be discretized in a manner similar to that for the (Fourier) convolution product of (7.1.49). This is so, because when $f(t)$ and $g(t)$ are band-limited to $(0, a)$, i.e., $F(w) = G(w) \equiv 0, w > a$, then

$$\int_0^\infty \rho(t)f(t)g(t\tau)dt = \sum_{n=0}^\infty \frac{f(a(tn))g(a(t\tau n)}}{||K(tn)||^2} = \int_0^a \rho(w)F(w)G(w)K(w, t)dw. \tag{7.1.56}$$

The proof is straightforward. Taking into consideration the complete orthogonal set $\{K(w, t_n)\}$ on $I \equiv (0, a)$, and parallels that of (7.1.49). The case of $J_0(w)$, the Bessel function of the first kind of order zero, and $G(w) = \psi_1(w) = p_0(w)$ gives the Bessel sampling expansion for $f_a(t)$,

$$f_a(t) = \sum_{n=1}^\infty \frac{f(a(tn))J_0(atn)}{tJ_0(tn)} \cdot \frac{1}{\frac{a^2}{J_0^2(tn)}} \tag{7.1.57}$$

where $at_0n = j_0n$ is the nth zero of $J_0(x)$. This is a special case of the generalized sampling theorem (7.1.20) that we seek to self-truncate.

A Self-Truncating Generalized Sampling Series

In parallel to (7.1.49) and (7.1.49a), we present the following generalization of (7.1.56) to three functions $f(t)$, $g(t)$ and $h(t)$ which are band-limited to $rl$, $ql$ and $I$, respectively, such that $f(t)g(t)$ is band-limited to $I$.

$$\int f(t)g(t\tau)h(t\tau)dt = \int_0^l (F * (GK(w, t'))(w)K(w, t)dw$$

$$= \sum_{n=1}^\infty \frac{f(tn)g(t\tau n)h(t\tau n)}{||K(tn)||^2}. \tag{7.1.58}$$
This is a band-limited function to $I$, where the condition $f(t)g(t)$ band-limited to $I$ is necessary for the convolution product $(F \ast (GK(w, t'))) (w)$ in (7.1.58) to have the same support $I$ as that of $H(w)$, in order to express both of them in terms of the orthogonal functions $(K(w, t_n))$ on $I$. For the particular transform the relation between $r$ and $q$, resulting in $f(t)g(t)$ being band-limited to $I$, should be investigated. For the Fourier transform $r + q = 1$, our preliminary investigation indicates the same is true for the $J_0$-Hankel transform.

In the case of $H(w) = v_t(w)$ we have the generalized sampling expansion, parallel to (7.1.50), for $f(t)g(t\theta t')$ as band-limited to $I$.

$$f(t)g(t\theta t') = \sum \frac{f(t_n)g(t_n\theta t')h(t\theta t_n)}{\|K(t_n)\|^2}. \tag{7.1.59}$$

With the choice of a fast decaying $g(t\theta t')$ for a particular $t' = t_0$, e.g., $(\xi_1(\xi a; m; \theta t_0))^m$, we obtain a self-truncating sampling series for $f(t)$ as band-limited to $rI$. We stress again that the dependence of this choice on $m$ should be investigated, for the particular transform at hand, in order to ensure that $f(t)$ is band-limited to $rI$. Also, we can still choose an optimal value for $m$ during the evaluation of the truncation error bound, where typically complex integration is employed. For the case of $J_0$-Hankel transform with $t_0 = 0$ and $I = (0, a)$, we use $\xi_1(t) = \frac{a}{t}J_1(mt)$ to obtain the following self-truncating Bessel sampling series for $f(t)$, as band-limited to $ra$:

$$f(t) = \sum f(t_n)J_0(\xi a; m, t) \frac{1}{a(t_n^2 - t^2)} J_1(\xi a; m, t_n) \left[ \frac{a}{t_0}J_1(mt) \right]^m \tag{7.1.60}$$

where we have used

$$g(t) = [\xi_1(t)]^m = \left[ \frac{a}{t}J_1(mt) \right]^m \frac{a}{m} \neq J_1(n), \quad (7.1.61)$$

noting that $a$ for $\xi_1(t)$ is replaced by $\frac{a}{m}$. We may stress again that other choices of the self-truncating factor $g(t\theta t_n)$, along with the optimal value of $m$, should be investigated. However, the choice here clearly demonstrates the role of the high-order general hill function $\psi_m(w)$ in the disguised form of its transform $[\xi_1(t)]^m$.

In Subsection 7.2.2 we will present the derivation of the first practical truncation error bound of the Bessel sampling series (7.1.57). There we will also refer to the role of $\xi_t^{K+1}(I, t)$, the $\kappa$-transform of the generalized hill function $\psi_\kappa(w)$, of (7.1.52) in improving the truncation error bound via the above self-truncating sampling series (7.1.60).

7. Error Analysis

7.1.5 A New Impulse Train—The Extended Poisson Sum Formula

We will use the impulse train approach, as in Papoulis [707], to derive the extended Poisson sum formula [454] for the present general integral transforms and the associated sampling series. Such an approach will enable us to avoid our usual dependence on the periodicity of the Fourier (trigonometric) series that is often used in signal analysis. The extended Poisson sum formula will be our tool for approaching and deriving the aliasing error bound of the general sampling series (7.1.20) that we shall present in Section 7.2.1. To arrive at such a necessary formula, we need to establish an impulse train compatible with the general transform like the Hankel transform (7.1.54)-(7.1.55).

It is instructive to first introduce the Poisson sum formula with its simple derivation and show its importance in reducing the infinite Fourier integral to a finite limit one [707, 393, 456]. This is followed by deriving the general Poisson-type sum formula which is illustrated for the Hankel (Bessel) transform.

Let $y(t)$ be the Fourier transform of $Y(w)$,

$$y(t) = \int_{-\infty}^{\infty} Y(w)e^{iwt}dw. \tag{7.1.62}$$

$$Y(w) = \frac{1}{2\pi} \int_{-\infty}^{\infty} y(t)e^{-iwt}dt. \tag{7.1.63}$$

Consider $\tilde{y}(t)$, the superposition of all the translations of $y(t)$, by $nT$,

$$\tilde{y}(t) = \sum_{n=-\infty}^{\infty} y(t + nT) \tag{7.1.64}$$

which is, of course, periodic with period $T$. Now we write the Fourier series expansion of $\tilde{y}(t)$,

$$\tilde{y}(t) = \sum_{n=-\infty}^{\infty} y(t + nT) = \frac{1}{T} \sum_{k=-\infty}^{\infty} \frac{\tilde{y}(T/2)e^{ik\pi T}}{2\pi}dt. \tag{7.1.65}$$

$$c_k = \int_{-T/2}^{T/2} \tilde{y}(t)e^{-ik\pi T}dt = \int_{-T/2}^{T/2} \sum_{n=-\infty}^{\infty} y(t + nT)e^{-ik\pi T}dt. \tag{7.1.66}$$

If we exchange the integration and summation, make the simple change of variables $x = t + nT$, and use the periodicity of $e^{-ik\pi T}$, the integral in (7.1.66) becomes an infinite integral.

$$c_k = \int_{-\infty}^{\infty} y(t)e^{-ik\pi T}dt = Y \left( \frac{2\pi k}{T} \right). \tag{7.1.67}$$
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Such an approach will be very useful in establishing the generalization of (7.1.68) for other integral transforms like the Hankel (Bessel) transform [454]. As we see next, this necessitates the introduction of a "generalized" form of translation for the specific transform that we introduced in (7.1.34).

There, we used it for the system interpretation of the generalized sampling series in Subsection 7.1.3. This concept was also used in Subsection 7.1.4 in our attempt to obtain a self-truncating version (7.1.59) of the sampling series (7.1.20), and in particular the Bessel one in (7.1.60).

Impulse Trains for General Transforms

For simplicity, we will limit our discussions here to Fourier type symmetric transforms (7.1.32), (7.1.33) that we have already used in the previous sections, along with their generalized translation (7.1.34), and their associated convolution theorem in (7.1.37), (7.1.36). The illustrations will be for the Fourier-Bessel series.

Consider the $\kappa$-transform in (7.1.32) and also the equations that follow [(7.3.3)-(7.3.30)].

Our main example is a Hankel (Bessel) transform in conjunction with Fourier-Bessel series. This will exemplify the contrast of the "non-periodic" nature of the Fourier-Bessel series expansion with that of the "periodic" Fourier (trigonometric) series.

Consider again the $J_0$-Hankel (Bessel) transform $H_0(w)$, in (7.1.54) and its inverse in (7.1.55). The above transforms are symmetric; hence, there is no confusion in referring to either one as the transform. Recall that $\xi_1(t) = (aJ_1(at))/t$ is the $J_0$-Hankel transform of (the gate function)

$$\psi_1(w) = \begin{cases} 1 & 0 < w < a \\ 0 & |w| > a. \end{cases}$$

Consider, then, the $\tau$-translation of $(aJ_1(at))/t$ in (7.1.35). The same can be done for $J_n(x)$ [444], but we stay with $J_0(x)$ to simplify the first illustration. The zero subscript in $H_0(w)$ and $h_0(t)$ was used to specify the $J_0$-Hankel transforms, but in the sequel it shall be dropped for simplicity. The complete details of the following analysis are found in [454].

Now we introduce the "generalized delta function" $\delta(w\theta|x)$ for the transform (7.1.32)-(7.1.33)

$$\int \rho(t) K(t, w) K(t, x) dt = \delta(w\theta|x).$$

Because of the weight function $\rho(t)$ used in the definition of the above general transforms, to use this delta function to locate the impulses in the impulse train (similar to what is done with $\delta(w-x)$ of the special case of Fourier transforms) it should be written as $\delta(w\theta|x) = \delta(w-x)/\rho(w)$; i.e.,

$$\int \rho(w) F(w) \delta(w\theta|x) dw = \int \rho(w) F(w) \frac{\delta(w-x)}{\rho(w)} dw = F(x).$$
Next we introduce the impulse train in a manner similar to that of the Fourier trigonometric series, but with the sense of this general translation, and, of course, without the usual periodicity of the Fourier series.

Consider the orthogonal set \( \{ K(w, t_n) \} \) on the interval \( I \). We define the generalized impulse train, via the following divergent series at \( \{ c_m \} \), as

\[
X(w) = \sum_{m=0}^{\infty} d_m \delta(w - c_m) = \sum_{m=0}^{\infty} \frac{K(w, t_n)}{\| K(w, t_n) \|_2^2}
\]

where

\[
\| K(w, t_n) \|_2^2 = \int \rho(w) \left| K(w, t_n) \right|^2 dw
\]

and where the locations \( \{ c_m \} \) for the impulses are to be determined for the particular transform of interest. As we shall illustrate for the case of the Fourier-Bessel series, and in contrast to the case of the usual trigonometric series, \( d_m \) in (7.1.73) may change sign and in general \( |d_m| \) is not uniform.

In this case of the \( J_0 \)-Hankel transform we have the following formal divergent Fourier-Bessel series expansion on \((0, b)\), whose natural (non-periodic) extension defines an impulse train, \( X(w) \):

\[
X(w) = \sum_{m=0}^{\infty} d_m \delta(w - 2mb) = 2 \sum_{n=1}^{\infty} \frac{J_0 \left( \frac{w}{b} \right)}{b^2 J_1^2(j_0, n)}, \quad 0 < w < \infty,
\]

\[
J_0(j_0, n) = 0, \quad n = 0, 1, 2, \ldots.
\]

The location of the impulses \( w_m = c_m = 2mb \) was verified numerically and can also be supported by using an asymptotic expansion (Watson [940]) with \( |d_m| \) decreasing. It is also shown that \( d_0 = 1, |d_1| = 1, d_2, d_3, d_4, d_5, \ldots \), etc., are negative, whereas \( d_3, d_4, d_5, d_6, \ldots \), etc., are positive, as illustrated in Fig. 7.1.

As we had remarked earlier for (7.1.72), this impulse train (7.1.75) can now be written in terms of the usual (Fourier type) delta functions as

\[
X(w) = \sum_{m=0}^{\infty} d_m \delta(w - 2mb) = d_0 \frac{\delta(w)}{w} + \sum_{m=1}^{\infty} \frac{d_m \delta(w - 2mb)}{w}
\]

\[
= \frac{2}{b^2} \sum_{n=1}^{\infty} \frac{J_0 \left( \frac{w}{b} \right)}{J_1^2(j_0, n)}.
\]

Considering the integral of the Fourier coefficients in the right hand side of (7.1.76), we find that

\[
\int_0^b \! \! \int_0^b \! \! X(w) J_0 \left( \frac{w}{b} \right) dw = d_0 \int_0^b \frac{\delta(w)}{w} J_0 \left( \frac{w}{b} \right) dw = d_0 = 1
\]

This necessitates assigning \( d_0 = 1 \),

\[
X(w) = \frac{\delta(w)}{w} + \sum_{m=1}^{\infty} \frac{d_m \delta(w - 2mb)}{w} = \frac{2}{b^2} \sum_{n=1}^{\infty} \frac{J_0 \left( \frac{w}{b} \right)}{J_1^2(j_0, n)}.
\]
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**FIGURE 7.1:** The impulse train of the \( J_0 \)-Bessel series, its spacing at \( 2mb \), and the decreasing amplitude \( \left| d_m \right|, m = 0, 1, 2, \ldots, 52. \) [From Jerri [454], Courtesy of Appl. Analysis J. 26, 1998-201, 1998].

If we formally take the Hankel transform of both sides of (7.1.77), we have

\[
x(t) = \int_0^\infty \frac{\delta(w)}{w} J_0(\omega t) dw + \sum_{m=1}^{\infty} \frac{d_m}{w} \int_0^\infty \frac{w - 2mb}{w} J_0(\omega t) dw
\]

\[
= \frac{2}{b^2} \sum_{n=1}^{\infty} \frac{J_0 \left( \frac{w}{b} \right)}{J_1^2(j_0, n)}.
\]

\[
x(t) = 1 + \sum_{m=1}^{\infty} d_m J_0(2mbt) = \frac{2}{b^2} \sum_{n=1}^{\infty} \frac{\delta(t - \frac{w}{b})}{J_1^2(j_0, n)}.
\]

i.e., the result is another impulse train in \( t \)-space, where the impulses are located at \( t_n = \frac{j_0}{b} \). We may remark again that for the purpose of locating these impulses we write \( \delta(t - \frac{j_0}{b}) = \delta(t - \frac{j_0}{b})/t \). If we accept the numerical or asymptotic result that \( d_1, d_2, d_3, d_4, \ldots \), etc., are negative, while \( d_3, d_4, d_5, d_6, \ldots \), etc., are positive, we may use (7.1.78) at \( t = 0 \), where the right-hand side vanishes, to have a basic relation between these \( d_n \),

\[
1 - \left| d_1 \right| + \cdots + \left| d_5 \right| + \cdots + \left| d_4 + d_7 + d_8 + \cdots \right| = 0.
\]

It was verified numerically, with good accuracy, that this equality (7.1.79) is satisfied when all these terms \( \left| d_m \right| \) are normalized in terms of \( |d_1| = 1 \).
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The Extended Poisson Sum Formula for the Fourier-Bessel Series

In parallel to the development of using (7.1.70) to derive the usual Poisson sum formula (7.1.68), we will introduce $\tilde{H}(w)$, the superposition of all the "generalized translations" (7.1.34) of $H(w)$ in (7.1.54). This can be obtained by convolving $H(w)$ (in the sense of the convolution product (7.1.36)) with the impulse train $X(w)$ in (7.1.80) to have $\tilde{H}(w) = (H \ast X)(w)$.

$$
\tilde{H}(w) = H(w) \ast \left[ \frac{\delta(w)}{w} + \sum_{m=1}^{\infty} \frac{d_m \delta(w-2mb)}{w} \right], \quad |d_1| = 1.
$$

$$
\tilde{H}(w) = \int_0^\infty xH(w, \theta x) \frac{dx}{x} + \sum_{m=1}^{\infty} \int_0^\infty xH(w, \theta x) \frac{dx}{x} \delta(x-2mb) \, dx.
$$

$$
\tilde{H}(w) = H(w) + \sum_{m=1}^{\infty} d_m H(w, \theta 2mb), \quad |d_1| = 1. \tag{7.1.81}
$$

Before we convolve $H(w)$ with the Bessel series $X_s(w)$ of the right-hand side of (7.1.80) we should mention that the sought $(H \ast X_s)(w)$ is again a

$$
J_0\text{-Bessel series.}
$$

$$
(J \ast X_s)(w) = \frac{2}{b^2} \sum_{n=1}^{\infty} J_0\left(\frac{w b \sin \alpha}{b}\right) J_1\left(\frac{\sin \alpha}{b}\right)
$$

This series obviously vanishes at the end point $w = b$, whereas in general there is no good reason for the above $\tilde{H}(w)$ in (7.1.81) to vanish at $w = b$. To be certain about this point, we have verified it numerically for a number of Hankel transforms pairs [454], as we shall see in the upcoming sections. For this reason, we will seek the same type of Bessel series on $(0, b)$ for the new function $\tilde{H}(w) = \tilde{H}(w) - \tilde{H}(b) = (H \ast X)(w) - (H \ast X)(b)$ which vanishes at $w = b$. This requires convolving $H(w)$ with both sides of (7.1.80), then evaluating the resulting expression at $w$ and $b$ to have

$$
\tilde{H}(w) = \tilde{H}(w) - \tilde{H}(b) = (H \ast X_s)(w) - (H \ast X_s)(b)
$$

$$
= (H \ast X_s)(w) - (H \ast X_s)(b)
$$

$$
= \frac{2}{b^2} \sum_{n=1}^{\infty} J_0\left(\frac{w b \sin \alpha}{b}\right) J_1\left(\frac{\sin \alpha}{b}\right) \bigg|_{w=b}
$$

$$
= \frac{2}{b^2} \sum_{n=1}^{\infty} J_0\left(\frac{w b \sin \alpha}{b}\right) J_1\left(\frac{\sin \alpha}{b}\right) \bigg|_{w=b}
$$

$$
= \frac{2}{b^2} \sum_{n=1}^{\infty} \frac{h\left(\frac{\theta b}{b}\right) J_0\left(\frac{w b \theta 2mb}{b}\right)}{J_1^2\left(\frac{\theta b}{b}\right)}. \tag{7.1.82}
$$

If we combine this result with the expression for $\tilde{H}(w)$ in (7.1.81), we obtain the desired Bessel type Poisson sum formula in $w$-space as the first version.

$$
\tilde{H}(w) = \tilde{H}(w) - \tilde{H}(b) = \sum_{m=0}^{\infty} d_m [H(w, \theta 2mb) - H(b, \theta 2mb)].
$$

$$
\tilde{H}(w) = H(w) - H(b) + \sum_{m=1}^{\infty} d_m [H(w, \theta 2mb) - H(b, \theta 2mb)].
$$

$$
\tilde{H}(w) = \tilde{H}(w) - \tilde{H}(b) = \frac{2}{b^2} \sum_{n=1}^{\infty} \frac{h\left(\frac{\theta b}{b}\right) J_0\left(\frac{w b \theta 2mb}{b}\right)}{J_1^2\left(\frac{\theta b}{b}\right)}. \tag{7.1.83}
$$

As a relatively new result (7.1.83) was verified numerically with a number of $J_0$-Hankel transforms pairs directly in (7.1.83). We present it in the discussion following Eq. (7.1.88), and indirectly via verifying the new upper
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Another way of showing that $H(w\theta_2mb)$ vanishes for $h_b(t)$ of (7.85) is to consult for another simple interpretation of the delta function. First we write the integral representation for $h(t)$ inside the integral of (7.86), then exchange the two integrals to have

$$
H(w\theta_2mb) = \int_0^\infty t \left[ \int_0^\infty x H(x) J_0(xt) dx \right] J_0(wt) J_0(2mbt) dt
= \int_0^\infty x H(x) \left[ \int_0^\infty J_0(xt) J_0(wt) J_0(2mbt) dt \right] dx
$$

(7.87)

where the inside integral defines $\delta(x-w\theta_2mb)/x$ as is required for $H(w\theta_2mb)$ on the left-hand side. On the other hand, if $h(t)$ is band-limited to $(0,b)$ as in (7.85), we expect all the translations $H(w\theta_2mb)$ to vanish, which can be seen after we modify $h(t)$ in the above integrals to $h_b(t)$, where $H(x) \equiv 0$ for $x > b$ in (7.87).

$$
H(w\theta_2mb) = \int_0^\infty t \left[ \int_0^b x H(x) J_0(xt) dx \right] J_0(wt) J_0(2mbt) dt.
$$

and interchange the two integrals.

$$
H(w\theta_2mb) = \int_0^b x H(x) \left[ \int_0^\infty J_0(xt) J_0(wt) J_0(2mbt) dt \right] dx.
$$

(7.88)

So, if we invoke the interpretation of the inner integral as $\delta(x-w\theta_2mb)/x$ and that $w\theta_2mb > b$ for $w \in (0,b)$, the above double integral vanishes.

These simple results and interpretations of the generalized translations will offer some support for our ultimate goal of deriving an aliasing error bound for the Bessel-type sampling series that we shall present in Subsection 7.2.1.

The extended Poisson type sum formula (7.83) was checked numerically with a number of $J_0$-Hankel transform pairs including $h(t) = \frac{1}{2} e^{-at}$ with its Hankel transform $H(w) = \frac{1}{\sqrt{w^2 + a^2}}$, which decays very slowly, and has the added advantage of having its generalized translation $H(w\theta x)$ in a closed form in terms of $K$, the complete elliptic function of the first kind (Erdelyi et al. [282, p. 14, Eq. (17)])

$$
H(w\theta x) = \frac{2}{\pi} K(2(xw)^{1/2} k^{-1}) k^{-1}; \quad k = \sqrt{(x + w)^2 + a^2}.
$$

(7.89)

A Second Version of the Extended Poisson Sum Formula

As we remarked earlier, we can expect two kinds of Poisson sum formulas, one version like (7.83) for the Fourier-Bessel series in the $\omega$-space, and a

$$
\text{bound for the aliasing error of the Bessel sampling series in Subsection 7.2.1, whose derivation we based primarily on (7.83).}
$$

We emphasize here that even though we wrote $\delta(w\theta x) = \delta(w-x)$ for the purpose of locating the impulses (or sample values), it is essential in the above derivation of (7.82)-(7.83) that we use $H(w\theta x)$ with its generalized translation for the process of convolving. This is necessary to bring about the main feature of a Poisson type sum formula, which is to involve the samples $h(\frac{2n}{b})$ of the (infinite limit) integral transform of $H(w)$ in (7.83). This $h(\frac{2n}{b})$ will be in the position of the required finite integral of the Fourier-Bessel coefficients of $H(w) - H(b)$, the modified (or aliased) $H(w)$ on $(0,b)$. The $\tilde{H}(w)$ in (7.83) can be considered as an "aliased" version of $H(w)$ because of the use of the (infinite) integral of $h(\frac{2n}{b})$ for the Fourier coefficients of the "Fourier-Bessel series" for $\tilde{H}(w)$ on $(0,b)$. This means that if the series on the right-hand side of (7.83) is to be used to approximate the original (infinite) transform $H(w)$ on $(0,b)$, there will be an aliasing error $\mathcal{E}_A$ in the general Fourier series expansion,

$$
\mathcal{E}_A = |H(w) - \tilde{H}(w)| = |H(b) - \sum_{m=1}^\infty d_m[H(w\theta 2mb) - H(b\theta 2mb)]|.
$$

(7.84)

We note again that the whole reason behind this aliasing error is our use of the samples $h(\frac{2n}{b})$ of the (infinite) Hankel transform,

$$
h(t) = \int_0^\infty w H(w) J_0(wt) dw,
$$

as the Fourier-Bessel series coefficients for $H(w)$ on $(0,b)$. This is instead of $h_b(\frac{2n}{b})$, the samples of "the correct" finite (or band-limited) integral,

$$
h_b(t) = \int_0^b w H(w) J_0(wt) dw.
$$

(7.85)

So in the case of $H(w)$ in (7.85) vanishing identically for $w \geq b$, the aliasing error $\mathcal{E}_A$ in (7.84) must vanish. This means that the sum of the generalized translations of $H(w)$,

$$
H(w\theta 2mb) = \int_0^\infty t h(t) J_0(wt) J_0(2mbt) dt.
$$

(7.86)

in (7.84) must vanish. This is easily satisfied if we are to interpret the translated argument $w\theta 2mb$ of $H(w\theta 2mb)$ to be outside the interval $(0,b)$. We can easily see from (7.86) that, indeed, $w\theta 2mb = 2mb\theta$ and that $w\theta 2mb = 2mb$ at $w = 0$. Also, with $w\theta 2mb > b$, and for a class of monotonically decreasing $H(w)$, we can compare $|H(w\theta 2mb)|$ to $|H(w)|$ on $(0,b),$

$$
|H(w\theta 2mb)| \leq |H(w)|, \quad w \in (0,b).
$$

(7.87)
second version in the transform t-space, which is what we shall illustrate briefly here.

For this purpose, and in parallel to the above treatment for obtaining (7.1.83), we will convolve \( h(t) \) with the impulse train \( x(t) \) of (7.1.78) to have \( \hat{h}(t) \).

\[
\hat{h}(t) = h(t) * x(t) = h(t) * \left[ \sum_{n=1}^{\infty} \frac{b^2}{J_0^2(j_0,n)} \right]
\]

\[
= h(t) * \sum_{m=0}^{\infty} d_m J_0(2mbt).
\]

\[
\hat{h}(t) = \sum_{n=1}^{\infty} \frac{h(t) \frac{b^2}{J_0^2(j_0,n)}}{J_0^2(j_0,n)} = \sum_{m=0}^{\infty} d_m \int_{0}^{\infty} \tau h(t\tau) J_0(2mb\tau) d\tau.
\]

\[
\hat{h}(t) = \sum_{n=1}^{\infty} \frac{h(t) \frac{b^2}{J_0^2(j_0,n)}}{J_0^2(j_0,n)} = \sum_{m=0}^{\infty} d_m H(2mbt) J_0(2mbt). \quad (7.1.90)
\]

We note here that the superposition \( \hat{h}(t) \), of all the generalized translations by \( j_0,n/b \) of \( h(t) \), on the left-hand side of (7.1.90) lacks the original (non-translated) term \( h(t) \). Also, more importantly, the right-hand side does not lend itself to a typical Fourier-Bessel series interpretation, which is the essence of any Poisson type sum formula. Thus, we will leave (7.1.90) for now and concentrate our efforts and applications for the first version in (7.1.83). As was pointed out to us very recently by L.L. Campbell, the series (7.1.90) is a Schloemich series, but it should be noted that it has a different form of coefficients (Watson [940, p. 618]).

In concluding this section we restate that we have illustrated here the development of an extended Poisson type sum formula (7.1.83) for the \( J_0 \)-Hankel (Bessel) transform. This is a first step away from the well-known Poisson sum formula which is restricted to Fourier (trigonometric) series. The extension of (7.1.83) to other Hankel transforms and the more general transforms should be clear after the above rather formal illustration [454].

It is emphasized again that the motivation for following this avenue of extending the Poisson sum formula to general orthogonal expansions and transforms was the belief that it may lead to a reasonable approach for deriving an upper bound for the aliasing error incurred in applying the generalized sampling theorem, which it did. This will be the main subject of Subsection 7.2.1. Of course, it is also one of the main topics of this chapter: establishing error bounds for the “generalized sampling series” (7.1.20).

### 7.2 Error Analysis

#### 7.2.1 The Aliasing Error Bound

This section is devoted to a clear illustration of deriving the aliasing error for the generalized sampling expansion (7.1.20). This is done with the aid of the “extended type Poisson sum formula” for the general transforms (7.1.32)-(7.1.33) that we covered in detail for the case of the Hankel transform (7.1.83). The Bessel function kernel represents a sudden departure from the familiar exponential and/or periodic kernels of the usual Fourier and Laplace transforms. As such, it represents a challenge that demands new tools of analysis, which we tried to define and derive [437, 444, 454, 440] in Subsections 7.1.5 and 7.1.3. These tools include the generalized translation (7.1.34), (7.1.35), its associated convolution theorem (7.1.36), a general type hill function (7.1.52) for tighter truncation error bound, the general transform impulse train (7.1.73), (7.1.75) and its associated extended (Bessel type) Poisson sum formula (7.1.83). The latter sum formula (7.1.83) was vital to our development of the first aliasing error bound, for the general type Bessel sampling series, in (7.1.26).

**Aliasing Error Bound for the \( J_0 \)-Bessel Sampling Expansion**

Aliasing error in application of this sampling theorem is due largely to uncertainty about the exact finite interval \( I \), i.e., \( f(t) \) may not be “band-limited” to \( (0, b) \) as \( f_k(t) \) in (7.1.24), but we still apply the above sampling series (7.1.26) to its samples \( f(j_0,n) \). Such an application to \( f(t) \) and not \( f_k(t) \) results in the “aliasing error”, \( \epsilon_A \), of the sampling expansion,

\[
\epsilon_A = | f(t) - \sum_n f(t_n) S(t, t_n) |. \quad (7.2.1)
\]

which in the case of the \( J_0 \)-Hankel transform becomes

\[
\epsilon_A = \left| f(t) - \sum_{n=1}^{\infty} f\left( \frac{j_0,n}{b_0} \right) \frac{2j_0,n J_0(bt)}{b^2 J_0^2(j_0,n) - t^2 J_0^2(j_0,n)} \right|. \quad (7.2.2)
\]

Note that we used \( \epsilon_A \) in (7.1.84) for the aliasing error of the general orthogonal series expansion. We stress again the presence of the samples \( \{ f(\frac{j_0,n}{b}) \} \)
of the “non-band-limited” \( f(t) \),
\[
    f(t) = \int_0^\infty \omega J_0(\omega) F(\omega) \, d\omega.
\]  

(7.2.3)

in (7.2.1) instead of the required band-limited \( f_b(\frac{2\pi n}{b}) \) which is the essence of the aliasing error in (7.2.2). It is also the presence of the samples \( f(\frac{2\pi n}{b}) \) that makes the link with the extended Poisson sum formula (7.1.83), where we invoke the samples of the “non-band-limited” \( f(t) \) of (7.2.3). In order to produce the sampling series in (7.2.2) from the right-hand side of (7.1.83), we replace \( b(t) \) by \( f(t) \) and \( H(\omega) \) by \( F(\omega) \) in (7.1.83), then multiply both sides by \( \omega J_0(\omega t) \) and integrate from 0 to \( b \) to have
\[
    \int_0^b \omega \tilde{F}(\omega) J_0(\omega t) \, d\omega = 2 \frac{1}{b^2} \sum_{n=1}^{\infty} \frac{f(\frac{2\pi n}{b})}{j_1^2(j_0,n)} \frac{\omega J_0(\omega t) J_0(\frac{2\pi n}{b})}{j_1^2(j_0,n)} \frac{d}{d\omega} \int_0^b \omega J_0(\omega t) J_0(\frac{2\pi n}{b}) \, d\omega \nonumber
    = \sum_{n=1}^{\infty} \frac{1}{\omega} \frac{f(j_0,n)}{b^2(\frac{2\pi n}{b} - t^2) j_1(j_0,n)} \]

(7.2.4)

If we use this result in (7.2.2) and invoke the expression for \( \tilde{F}(\omega) \) from the left-hand side of (7.1.83), we have
\[
    \epsilon_A = \left| \int_0^\infty \omega J_0(\omega t) F(\omega) \, d\omega \right| \nonumber
    - \int_0^b \omega J_0(\omega t) \left\{ \sum_{m=0}^{\infty} d_m \left[ F(\omega \theta_{2mb}) - F(b \theta_{2mb}) \right] \right\} \, d\omega \nonumber
    = \left| \int_0^b \omega J_0(\omega t) F(\omega) \, d\omega \right| \nonumber
    - \left| \int_0^b \omega J_0(\omega t) F(\omega) \, d\omega + \frac{b J_1(bt)}{t} F(b) \right| \nonumber
    - \left| \sum_{m=1}^{\infty} d_m \int_0^b \omega J_0(\omega t) F(\omega \theta_{2mb}) - F(b \theta_{2mb}) \, d\omega \right| \nonumber
    = \left| \int_0^b \omega J_0(\omega t) F(\omega) \, d\omega + \frac{b J_1(bt)}{t} F(b) \right| \nonumber
    - \sum_{m=1}^{\infty} \left| d_m \int_0^b \omega J_0(\omega t) F(\omega \theta_{2mb}) - F(b \theta_{2mb}) \, d\omega \right| \right|.
\]  

(7.2.5)

Just as we noted that the aliasing error \( \epsilon_A \) for the Fourier-Bessel series in (7.1.84) vanishes when \( H(\omega) \) vanishes identically for \( \omega \geq b \), we also note that the aliasing error \( \epsilon_A \) in (7.2.2) must vanish when the sampled function \( f_b(t) \) is band-limited as in (7.1.24).

### 7. Error Analysis

\[
    f_b(t) = \int_0^b \omega F(\omega) J_0(\omega t) \, d\omega,
\]

i.e., \( f_b(t) \) is the Hankel transform of \( F(\omega) \) where \( F(\omega) \equiv 0 \) for \( \omega \geq b \). This is easily seen in (7.2.5). Since the first (integral) term clearly vanishes, the second term vanishes when \( F(b) = 0 \). The third (sum) term also vanishes since we have already shown for the vanishing of \( \epsilon_A \) the aliasing error of the Fourier-Bessel series in (7.1.84) that the translations \( F(\omega \theta_{2mb}) \) vanish when \( F(\omega) \equiv 0 \) for \( \omega \geq b, m \geq 1 \).

To establish our first example of an upper bound for the aliasing error (7.2.5) of the Bessel type sampling series, we will consider a limited, though reasonable, class of functions \( F(\omega) \geq 0 \) which is monotonically decreasing. This would allow us the following inequality:

\[
    F(\omega \theta_{2mb}) \leq F(\omega) \quad \text{on} \quad (0, b)
\]  

(7.2.6)

since we have already interpreted in Subsection 7.1.5 that \( \omega \theta_{2mb} \geq b \) on \((0,b)\). This result will help in providing control on the upper bound for the third (sum) term in (7.2.5).

\[
    \epsilon_A \leq \int_0^b \omega J_0(\omega t) F(\omega) \, d\omega + \left| \frac{b J_1(bt)}{t} F(b) \right| + \int_0^b \omega \sum_{m=1}^{\infty} \left| d_m \int_0^b \omega J_0(\omega t) [F(\omega \theta_{2mb}) - F(b \theta_{2mb})] \, d\omega \right|.
\]  

(7.2.7)

With \( d_1 = 1, \quad |d_m| < 1 \) for \( m > 1, \quad |J_0(\omega t)| \leq 1 \), and the result in (7.2.6) we have

\[
    \omega \left| d_m J_0(\omega t) [F(\omega \theta_{2mb}) - F(b \theta_{2mb})] \right| \leq (\omega + 2mb) F(\omega + 2mb) \quad (7.2.8)
\]

since for our special class of functions that allowed (7.2.6), \( F(\omega \theta_{2mb}) \) and \( F(\omega + 2mb) \) are comparable on \((0,b)\). If we use (7.2.8) for the third (sum) term of (7.2.7) we have

\[
    \int_0^b \omega \sum_{m=1}^{\infty} \left| d_m J_0(\omega t) [F(\omega \theta_{2mb}) - F(b \theta_{2mb})] \right| \, d\omega \nonumber
    \leq \int_0^b \sum_{m=1}^{\infty} (\omega + 2mb) F(\omega + 2mb) \, d\omega \nonumber
    \leq \int_{2b}^{3b} F(x) \, dx + \int_{4b}^{5b} F(x) \, dx + \int_{5b}^{7b} F(x) \, dx + \cdots \nonumber
    \leq \frac{1}{2} \int_0^\infty F(x) \, dx
\]  

(7.2.9)
after using the fact that the sum of the left out areas (under $xF(x)$ on the intervals $(b,2b), (3b,4b), (5b,6b), \ldots$ etc.), is larger than those considered by the above integrals.

With the result (7.2.9) used in (7.2.7), the upper bound for the aliasing error of the sampling expansion of $f(t)$, the Hankel transform of the monotonically decreasing $F(\omega) \geq 0$, becomes

$$\epsilon_A \leq \frac{3}{2} \int_b^\infty \omega F(\omega) \ d\omega + \frac{b J_1(bt)}{t} F(b)$$

(7.2.10)

after using again $|J_0(\omega t)| \leq 1$ inside the first integral of (7.2.7).

We note that the first (integral) term of the bound (7.2.10) is of the same form as that of the aliasing error bound of Weiss [944] and Brown [118, 117],

$$\epsilon_A \leq \frac{1}{\pi} \int_{|\omega|>b} F(\omega)|d\omega.$$

(7.2.11)

Brown [117] (see also Higgins [393]) and Papoulis [707] gave a simple example to show that the multiple constant $1/\pi$ in his upper bound (7.2.11) was optimal in the sense that the maximum error for that example was the same as the bound in (7.2.11). Here we give a parallel example for the Bessel sampling expansion case to show that the bound in (7.2.10), though not the optimal one, is very close.

Consider the following function:

$$f_{2a}(t) = \frac{J_0(at)J_1(at)}{t} = \int_0^{2a} \frac{\omega}{\pi} \cos^{-1}\left(\frac{\omega}{2a}\right) J_0(\omega t) \ d\omega,$$

which is band-limited to $2a$ and should be sampled as

$$f_{2a} \left( \frac{j_{0,n}}{2a} \right) = \frac{2a J_0 \left( \frac{j_{0,n}}{2a} \right) J_1 \left( \frac{j_{0,n}}{2a} \right)}{j_{0,n}}$$

(7.2.12)

to be correctly used in the Bessel sampling series (7.1.26). However, if we incorrectly sample this function at $j_{0,n}/a$ due to our estimated assumption of it being band-limited to $a$ instead of $2a$, all the samples will vanish; i.e.,

$$f_{2a} \left( \frac{j_{0,n}}{2a} \right) = a \frac{J_0(j_{0,n})J_1(j_{0,n})}{j_{0,n}} = 0$$

since $J_0(j_{0,n}) = 0$, and the resulting sampling series in (7.2.2) vanishes, which results in maximum aliasing error.

$$\epsilon_A = |f_{2a}(t) - 0| = \frac{|J_0(at)J_1(at)|}{t}.$$

The maximum of this error is $0.5a$ occurring at $t = 0$. For this same example, our new aliasing error bound in (7.2.10) gives

$$\frac{3}{2} \int_a^{\infty} \omega F(\omega) \ d\omega + \frac{a J_1(at)}{t} F(a)$$

and

$$\frac{3}{2} \int_a^{\infty} \omega \cos^{-1}\left(\frac{\omega}{2a}\right) F(\omega) \ d\omega + \frac{a J_1(at)}{t} \frac{1}{a} \cos^{-1}\left(\frac{1}{2}\right)$$

This has a maximum value of $0.623a$ occurring at $t = 0$, which is not very much higher than $0.5a$, the actual maximum of the error involved.

In addition to the above example, we have tried the following first three functions of the class of monotonically decreasing $F(\omega) \geq 0$

<table>
<thead>
<tr>
<th>$F(\omega)$</th>
<th>$f(t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e^{-\omega/\omega}$</td>
<td>$(t^2 + a^2)^{-1/2}$</td>
</tr>
<tr>
<td>$e^{-\omega}$</td>
<td>$(t^2 + 1)^{-3/2}$</td>
</tr>
<tr>
<td>$e^{-\omega/\omega}$</td>
<td>$(1/2) e^{-t^2/4}$</td>
</tr>
<tr>
<td>$F(\omega) = { \begin{array}{ll} \frac{1}{\pi} \cos^{-1}(\omega/2a) &amp; \omega &lt; 2a \ 0 &amp; \omega &gt; 2a \end{array}$</td>
<td>$J_0(at)J_1(at)/t$</td>
</tr>
</tbody>
</table>

Their respective aliasing error bound from (7.2.10) is

1. $\epsilon_A \leq \frac{3}{2} e^{-ab} + \frac{b}{2} e^{-ab}$
2. $\epsilon_A \leq \frac{3}{2} e^{-b(b + 1)} + \frac{b^2}{2} e^{-b}$
3. $\epsilon_A \leq \frac{3}{4} e^{-b^2} + \frac{b^2}{2} e^{-b^2}$
4. $\epsilon_A \leq \frac{3}{4} \left[ \sin(2\theta) - 2\theta \cos(2\theta) \right] + \frac{b^2}{2a\pi} \theta$, where $\theta = \cos^{-1}\left(\frac{b}{2a}\right)$.

These upper bounds were then compared with the actual aliasing error bound of the sampling series in (7.2.2) for three different values of truncating the integral at $\omega = b$ where we used a $21$-term partial sum for the sampling series in (7.2.2). These comparisons are illustrated in Table 7.1.

In summary, this is the first attempt to extend the Poisson sum formula to other transforms besides the Fourier transform for the main purpose of developing an upper bound on the aliasing error of the associated general orthogonal expansions and the generalized sampling expansion. To this end, we have illustrated these concepts along with their requisite tools, e.g., the impulse train for the kernel $J_0(\frac{2b\theta}{a})$. Our work continues as we try to
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<table>
<thead>
<tr>
<th>b</th>
<th>$F(\omega)$</th>
<th>Actual $\epsilon_A$ of (7.2.2)</th>
<th>The upper bound of $\epsilon_A$ as in (7.2.10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$e^{-\omega/\omega}$</td>
<td>.515</td>
<td>.736</td>
</tr>
<tr>
<td>1</td>
<td>$e^{-\omega^2}$</td>
<td>.914</td>
<td>1.290</td>
</tr>
<tr>
<td>1</td>
<td>$\frac{1}{2}\cos^{-1}(\omega/2)$ $\omega &lt; 2$</td>
<td>.312</td>
<td>.460</td>
</tr>
<tr>
<td>1.5</td>
<td>$\frac{1}{2}\cos^{-1}(\omega/2)$ $\omega &gt; 2$</td>
<td>.500</td>
<td>.623</td>
</tr>
<tr>
<td>2</td>
<td>$e^{-\omega/\omega}$</td>
<td>.221</td>
<td>.338</td>
</tr>
<tr>
<td>2</td>
<td>$e^{-\omega^2}$</td>
<td>.616</td>
<td>.880</td>
</tr>
<tr>
<td>2</td>
<td>$e^{-\omega^2}$</td>
<td>.0147</td>
<td>.0504</td>
</tr>
<tr>
<td>5</td>
<td>$\frac{1}{2}\cos^{-1}(\omega/2)$ $\omega &lt; 2$</td>
<td>.242</td>
<td>.453</td>
</tr>
<tr>
<td>5</td>
<td>$\frac{1}{2}\cos^{-1}(\omega/2)$ $\omega &gt; 2$</td>
<td>.01672</td>
<td>.02695</td>
</tr>
<tr>
<td>5</td>
<td>$e^{-\omega/\omega}$</td>
<td>.0729</td>
<td>.145</td>
</tr>
<tr>
<td>1.75</td>
<td>$e^{-\omega^2}$</td>
<td>$\cdots$</td>
<td>$\cdots$</td>
</tr>
<tr>
<td>$\cdots$</td>
<td>$e^{-\omega^2}$</td>
<td>$\cdots$</td>
<td>$\cdots$</td>
</tr>
</tbody>
</table>

† within the accuracy of the computations.

TABLE 7.1: Illustration of the actual (sampling) aliasing error bound in (7.2.2) and its present upper bound of (7.2.10). (From Jerri [454], 1988: courtesy of J. Appl. Analysis).

7.2.2 THE TRUNCATION ERROR BOUND

Numerous improved upper bounds for the truncation error of the Shannon sampling expansion are available in the literature [440, Sect. VI]. However, until 1982 there was only one truncation error bound associated with the generalized sampling expansion, which is attributed to Yao [974]. As we shall see in (7.2.18), this bound did not show the usual simple dependence on the truncation limit $N$. Thus, a more computationally feasible bound was needed and is the subject of this section [459].

The reason behind the delay in obtaining such a result was the absence of a lower bound for the general (non-trigonometric) kernel of the given transform. This was necessary for estimating an upper bound of the complex contour integral that is used for expressing, and finally deriving, the truncation error bound. For our present illustration of the $J_m$-Bessel sampling series,

$$f(t) = \sum_{n=1}^{\infty} f(t_{m,n}) \frac{2t_{m,n}J_m(t)}{a(t_{m,n}^2 - t^2)J_{m+1}(at_{m,n})};$$

$$J_m(at_{m,n}) = 0, n = 1, 2, \ldots; t_{m,n} = \frac{j_m a}{n}$$

where

$$f(t) = \int_{0}^{a} xJ_m(xt)F(x) \, dx.$$ 

We needed a lower bound for $J_m(z)$, which, unfortunately, did not then exist in the literature. Thus, we had to derive it, or at least make a good practical estimate of it as our starting point [459]. It became abundantly clear that to derive truncation error bounds for other general sampling series, we needed to keep a lower bound for the transform's kernel in mind. This was, of course, if the complex contour integration method was used, which, seemed the most feasible for a practical form of the truncation error bound in that it parallels those available for the Shannon sampling series.

The truncation error bound $\epsilon_T$ (sometimes written $\epsilon_N$) for the generalized sampling series in (7.1.20), is defined as

$$\epsilon_T \equiv |f(t) - f_N(t)| = \left| \sum_{|n| > N} f(t_n)S(t, t_n) \right|. \quad (7.2.15)$$

This is defined in parallel to that of the Shannon sampling series (7.1.10) as

$$\epsilon_T \equiv |f(t) - f_N(t)| = \sum_{|n| > N} \left| f \left( \frac{n\pi}{a} \right) \frac{\sin(at - n\pi)}{at - n\pi} \right|. \quad (7.2.16)$$

The special case of (7.2.15) for the Bessel series is given in (7.2.28) where $\epsilon_T$ was written as $\epsilon_N(t)$.

One of the earliest, but elementary, truncation error bound for the Shannon sampling expansion (7.2.16) was derived by Helms and Thomas [385],

$$|\epsilon_T(t)| \leq \frac{4M}{\pi^2N(1 - r)}. \quad (7.2.17)$$

where

$$M = \max \{|f(t)| \text{ for all } t: -\infty < t < \infty\}. \quad (7.2.18)$$
For this, they employed complex contour integration and used a smaller finite bandwidth $ra; 0 < r < 1$, instead of the required $a$ in (7.2.16). Numerous improved truncation error bounds for (7.2.16) can be found in [440, Sect. VI]. Prior to 1982, the only known attempt for a truncation error bound of the generalized sampling expansion is due to Yao [974] (for more details see [440, p. 1586]). His method and notation, which uses the concept of "reproducing kernel Hilbert space," can be simplified if we realize that the sampling functions $\{S(t,t_n)\}$ in (7.2.15) and (7.2.20) constitute an orthogonal set for transforms with Fourier type symmetric inverse (7.1.19), (7.1.32)-(7.1.33). This is the case for the Hankel transform (7.1.54)-(7.1.55) illustrated here. Yao's result for the case of $K(x,t) = J_m(xt)$ and with $a = 1$ for the (band-limited) $J_m$-Hankel transform in (7.2.14) becomes

$$
|\epsilon_T(t)| \leq \left[ \int_0^t t J_0^2(t) \, dt - 2 \sum_{i=1}^{N} J_2^2(j_{m,i}) \right] \left( \frac{1}{2} \left\{ J_m^2(t) + J_{m+1}^2(t) \right\} - 2 \sum_{i=1}^{N} \frac{J_{2,i}^2 + J_{2,i}^2(t)}{J_{2,i}^2 + J_{2,i}^2} \right)^{1/2}.
$$

In comparison with existing bounds for the Shannon sampling expansion, e.g., (7.2.17), which are given as more simple and direct functions of the truncation limit $N$, this bound is complicated. Thus, a more computationally friendly bound is needed and is the subject of the next section.

**Truncation Error Bound for the $J_m$-Bessel Sampling Expansion**

Here we present a more computationally feasible bound for the $J_m$-Bessel sampling expansion. This can be improved and the method extended to other sampling expansions [458].

$$
|\epsilon_T(t)| \leq \frac{2^{3/2}K}{\sqrt{\pi}} \left( \ln \frac{1}{1-2r} \right)^{1/2} \frac{|J_m(t)|}{|J_m(j_m,s)|} \times \left[ \frac{1}{|j_m(N+t)|} + \frac{1}{|j_m(N-t)|} \right].
$$

where the sampling series (7.2.13) is truncated at $N$, with the bandwidth $a$ replaced by $ra; 0 < r < 1$, and

$$
J_m(j_m,s) = 0, \quad s = 1,2,\ldots.
$$

$$
|f(z)| \leq K \left( \frac{e^{|w|}}{2 |w|} + \frac{1}{2} \right)^{1/2}.
$$

7. **Error Analysis**

$$
K = \int_0^\infty x^2 F^2(x) \, dx.
$$

The method employs complex contour integration, which parallels that for deriving the error bound (7.2.17) for the Shannon sampling expansion. The present result (7.2.19), however, requires the derivation of the lower bound for $J_m(j_m,s + iy)$ at any $j_m,s$, the zeros of $J_m'(x)$,

$$
|J_m(j_m,s + iy)| \geq J_m(j_m,s)I_m(y) \geq \frac{1}{\sqrt{2\pi}} J_m(j_m,s) \frac{e^y}{\sqrt{y + 1}}.
$$

where $I_m(y)$ is the modified Bessel function of order $m$. This allows us to consider a truncation error for any $N$ which is not necessarily large; the condition for the then existing asymptotic lower bounds [940, p. 584]

$$
|J_m(z)| \geq C_2 \frac{e^{|w|}}{\sqrt{|z|}}
$$

where $z$ is on the line joining $A_N-i\infty$ to $A_N+i\infty$, provided that $N$ exceeds a value dependent on $\nu$. The choice of $j_m,s$ is to maximize $J_m(j_m,s)$ and hence improve the bound (7.2.19). In deriving the truncation error (7.2.19) for the Bessel sampling expansion (7.2.13), we consider a rectangular contour $C = C_1 + C_2 + C_3 + C_4$, where $C_1$ and $C_3$ are the vertical right and left sides that extend from $j_m,N+1-i\infty$ to $j_m,N+1+i\infty$ and $-j_m,N+1-i\infty$ to $-j_m,N+1+i\infty$, respectively. $C_2$ and $C_4$ are the horizontal lines. For $f(t)$ in (7.2.14), we consider the contour integral

$$
\int_C \frac{f(z) \, dz}{z - t J_m(z)}
$$

which vanishes along $C_2$ and $C_4$ as $y \to \mp \infty$, since it can be shown [458], using the Schwartz inequality, that for $f(z)$ in (7.2.14) (with $t$ replaced by $z$), with bandwidth $ra$ instead of $a$.

$$
|f(z)| \leq K \left( \frac{e^{|w|} - 1}{2 |w|} \right)^{1/2}, \quad 0 < r < 1.
$$

and that $|J_m(z)|$ is bounded as in (7.2.22). Now it is easy to see that the truncation error (7.2.15) can be expressed in terms of the integrals along $C_1$ and $C_3$ as

$$
|\epsilon_T(t)| = |f(t) - S_N(t)|
= \frac{1}{2\pi} |J_m(t)| \left| \int_{C_1,C_3} \frac{f(z) \, dz}{z - t J_m(z)} \right|.
$$

which, after evaluating the residues at $z = t, z = t_m,n$ and using bounds (7.2.20) and (7.2.22), yields the desired truncation error bound (7.2.16).
For this, they employed complex contour integration and used a smaller finite bandwidth \( ra \); \( 0 < r < 1 \), instead of the required \( a \) in (7.2.16). Numerous improved truncation and other relevant error bounds for (7.2.16) can be found in [440, Sect. VI]. Prior to 1982, the only known attempt for a truncation error bound of the generalized sampling expansion is due to Yao [974] (for more details see [440, p. 1586]). His method and notation, which uses the concept of “reproducing kernel Hilbert space,” can be simplified if we realize that the sampling functions \( \{ S(t, t_m) \} \) in (7.2.15) and (7.2.20) constitute an orthogonal set for transforms with Fourier type symmetric inverse (7.1.19), (7.1.32)-(7.1.33). This is the case for the Hankel transform (7.1.54)-(7.1.55) illustrated here. Yao’s result for the case of \( K(x, t) = J_m^a(x^2) \) and with \( a = 1 \) for the (band-limited) \( J_m^a \)-Hankel transform in (7.2.14) becomes

\[
| \epsilon_T(t) | \leq \left[ \int_0^1 t^{2/3} f(t) \ dt - 2 \sum_{i=1}^{N} \frac{J_m^2 (j_m(i))}{J_{m+1}^2 (j_m(i))} \right]^{1/2}
\]

\[
\times \left[ \frac{1}{2} \left\{ J_m^2 (t) + J_{m+1}^2 (t) \right\} - 2 \sum_{i=1}^{N} \frac{J_m (j_m(i)) J_{m+1} (j_m(i))}{J_{m+1} (j_m(i))} \right]^{1/2}
\]

(7.2.18)

In comparison with existing bounds for the Shannon sampling expansion, e.g., (7.2.17), which are given as more simple and direct functions of the truncation limit \( N \), this bound is complicated. Thus, a more computationally friendly bound is needed and is the subject of the next section.

**Truncation Error Bound for the \( J_m^a \)-Bessel Sampling Expansion**

Here we present a more computationally feasible bound for the \( J_m^a \)-Bessel sampling expansion. This can be improved and the method extended to other sampling expansions [459].

\[
| \epsilon_T(t) | \leq \frac{2^{3/2} K}{\sqrt{\pi}} \left[ \ln \left( \frac{1}{2\pi r} \right) \right]^{1/2} \frac{J_m(t)}{J_m(j_m,N)} \times \left[ \frac{1}{|j_m,N'| + \frac{1}{|t-j_m,N|}} \right]
\]

(7.2.19)

where the sampling series (7.2.13) is truncated at \( N \), with the bandwidth \( a \) replaced by \( ra \), \( 0 < r < 1 \), and

\[
J_m(j_m,s) = 0, \quad s = 1.2, \ldots .
\]

\[
| f(z) | \leq K \left[ \frac{e^{|y|} - 1}{2 | y |} \right]^{1/2}.
\]

(7.2.20)

7. **Error Analysis**

\[
K = \int_0^\infty x^2 F^2(x) \ dx.
\]

(7.2.21)

The method employs complex contour integration, which parallels that for deriving the error bound (7.2.17) for the Shannon sampling expansion. The present result (7.2.19), however, requires the derivation of the lower bound for \( J_m(j_m,N') + iy \) at any \( j_m,N' \), the zeros of \( J_m(x) \).

\[
| J_m(j_m,N') + iy | \geq J_m(j_m,N') I_m(y) \geq \frac{1}{\sqrt{2\pi}} J_m(j_m,N') \frac{e^y}{\sqrt{y + 1}}
\]

(7.2.22)

where \( I_m(y) \) is the modified Bessel function of order \( m \). This allows us to consider a truncation error for any \( N \) which is not necessarily large. The condition for the then existing asymptotic lower bounds [940, p. 584]

\[
| \epsilon_T(z) | \geq C_2 \frac{e^{|y|}}{\sqrt{|z|}}
\]

(7.2.23)

where \( z \) is on the line joining \( A_N^+ - i\infty \) to \( A_N^- + i\infty \), provided that \( N \) exceeds a value dependent on \( \nu \). The choice of \( j_m,N' \) is to maximize \( J_m(j_m,N') \) and hence improve the bound (7.2.19). In deriving the truncation error (7.2.19) for the Bessel sampling expansion (7.2.13), we consider a rectangular contour \( C = C_1 + C_2 + C_3 + C_4 \), where \( C_1 \) and \( C_3 \) are the vertical right and left sides that extend from \( j_m,N+1 - i\infty \) to \( j_m,N+1 + i\infty \) and \( j_m,N-1 - i\infty \) to \( j_m,N-1 + i\infty \) respectively. \( C_2 \) and \( C_4 \) are the horizontal lines. For \( f(t) \) in (7.2.14), we consider the contour integral

\[
\int_C f(z) \ dz
\]

which vanishes along \( C_2 \) and \( C_4 \) as \( y \to \mp\infty \), since it can be shown [458], using the Schwartz inequality, that for \( f(z) \) in (7.2.14) (with \( t \) replaced by \( z \)), with bandwidth \( ra \) instead of \( a \),

\[
| f(z) | \leq K \left[ \frac{e^{|y|} - 1}{2 | y |} \right]^{1/2}, \quad 0 < r < 1.
\]

(7.2.25)

and that \( | J_m(z) | \) is bounded as in (7.2.22). Now it is easy to see that the truncation error (7.2.15) can be expressed in terms of the integrals along \( C_1 \) and \( C_3 \) as

\[
| \epsilon_T(t) | = | f(t) - S_N(t) | = \frac{1}{2\pi} \left| J_m(t) \int_{C_1,C_3} \frac{f(z) \ dz}{(z-t)J_m(z)} \right|.
\]

(7.2.26)

which, after evaluating the residues at \( z = t, z = t_m,N \) and using bounds (7.2.20) and (7.2.22), yields the desired truncation error bound (7.2.19).
Truncation Error for Other Sampling Expansions

The method of the last section can be extended to other sampling series, provided, of course, that a lower bound for the kernel $K(x, t)$ is available. Another possibility is to derive the truncation error bound when the samples $f(t_n)$ and their derivatives $f'(t_n)$ are involved [458]. It is expected that such error bound may have the usual $N^{-1}$ dependence. It should be stressed that the work here represents only a starting point in finding practical truncation error bounds and efforts should be continued to derive more efficient and tighter bounds, as has been done for the Shannon sampling expansion [440, Sect. VI]. Efforts should also be aimed toward improving the convergence of the generalized sampling series (7.1.20) and introducing a tighter truncation error bound. This may, for example, consist of convolving the sampling function with higher degree weight of related form. In the frequency domain, this is equivalent to multiplying the gate function

$$p_a(x) = \begin{cases} 
1 & |x| < a \\
0 & |x| > a
\end{cases}$$

by a high order general hill function $\psi_R(w)$ [444], see also (7.1.52) asso-

![Figure 7.2: The gate function](image)

associated with the general kernel $K(x, t)$, instead of the known hill functions ($B$-spline) associated with the Fourier transform. Some references to related work may be found in the bibliography.

7.3 Applications

In this section we will present two examples of our early applications of the generalized sampling theorem. The first is in optics (Sect. 7.3.1) and the second is for facilitating the solution of a boundary-value problem in heat and mass transfer (Sect. 7.3.3). The third topic is related more to the error analysis and concerns the Gibbs' phenomenon for general orthogonal expansion associated with the present sampling series (Sect. 7.3.2). The section is concluded with varied applications, or illustrations, of the generalized sampling theorem that reflect our own experience in utilizing the tools that we presented in Subsections 7.1.3-7.1.5. The emphasis here is mainly on our own work.

7.3.1 Optics—Integral Equations Representation for Circular Aperture

We will briefly illustrate the importance of the new concepts and tools, developed here, for the analysis of optical systems of circular aperture. Recall the “generalized convolution theorem” in (7.1.37) where

$$(f \ast g)(t) = \int \rho(\tau)g(\tau)f(t+\tau)d\tau = \int \rho(w)F(w)G(w)K(w, t)dw$$

with its associated concept of the generalized translation $f(t+\tau)$ in (7.1.34). As we reported in [440, p. 1589], Barakat [29] presented a direct application of the Shannon sampling theorem to optical diffraction (see also Gabor [315]). He used the Shannon sampling theorem for the point spread function for a slit aperture,

$$f(t) = \frac{1}{2} \int_{-2}^{2} F(w)e^{i\pi tw}dw$$

(7.3.1)

where $F(w)$ is the transfer function and where the factor 1/2 enters in order that $f(0)$ be unity.

$$f(t) = \sum_{n=-\infty}^{\infty} f\left(\frac{n\pi}{2}\right) \sin(2t-n\pi)$$

(7.3.2)

He then extended his analysis to a square aperture where the Shannon sampling theorem in two dimensions [440, p. 1571] was used. For a circular aperture with rotationally symmetric point spread function, he used the $J_0$-Bessel sampling series for

$$f(t) = \int_{0}^{2} wG(w)J_0(tw)dw;$$

(7.3.3)

$$f(t) = \sum_{n=1}^{\infty} \frac{J_0(n\pi)}{(\frac{\pi}{2} + 4^n t^2)} J_0(2t)J_0(n\pi).$$

(7.3.4)

Barakat then stated that the sampled (band-limited) function $f(t)$ in (7.3.1) satisfies the homogeneous Fredholm integral equation [451],

$$f(t) = \frac{2}{\pi} \int_{-\infty}^{\infty} \frac{\sin^2(t-\tau)}{t-\tau} f(\tau)d\tau.$$ 

(7.3.5)
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where \( J_1(x) \) stands for the "generalized" \( J_0 \)-Hankel type translation of \( J_1(y) \), as given in (7.1.35). The proof of this extension (7.3.9) to the Hardy's integral needs no more than a simple application of the new generalized convolution theorem (7.1.36). We should first have in mind the generalized translation of the impulse response \( aJ_0(x + \theta x) \) along with the systems interpretation for time varying systems that we had presented in Subsection 7.1.3. The generalized Hardy's integral can be seen to parallel that of (7.3.6). In the integral on the left side of (7.3.9) we have a system with an ideal low-pass filter of bandwidth \( a \). Such a system is probed by a band-limited (or transform limited) signal of narrower band width \( b < a \). Thus the output should not unaltered as the output to give us the right-hand side of (7.3.9). Other modes of proof are available (see [447]).

We add the generalized convolution theorem (7.1.36), (7.1.37) and the generalized sampling theorem (7.1.19)-(7.2.1) should be instrumental in developing general Hardy-type integrals that are associated with general transforms characterized by the kernel \( K(x,t) \) of (7.1.19) and not only our illustration of the Bessel function kernel \( J_0(x) \). Also, it should be possible to develop homogeneous Fredholm integral equation representation for such general \( \kappa \)-transform representation (7.1.19) of the generalized sampling theorem (7.1.19)-(7.1.20).

7.3.2 The Gibbs' Phenomena of the General Orthogonal Expansion—A Possible Remedy

In this section we attempt to show how the new tools developed in the previous Subsections 7.1.3-7.1.5 (and used in Subsections 7.2.1-7.2.2), for the systems interpretation and the error analysis of the generalized sampling theorem can now be used to help in finding a remedy for the Gibbs' phenomenon of the general orthogonal expansion. Such an orthogonal expansion, as we have seen, is the backbone to deriving the generalized sampling expansion (7.1.20)-(7.1.21). This error is well studied for the trigonometric Fourier series. Here we will try to shed some light, even if it is in terms of inquirers, on this error for the general (non-periodic) orthogonal expansion such as the Fourier-Bessel series expansion. A brief analysis of this Gibbs' phenomenon, for general orthogonal series expansion, is found in Gottlieb and Orszag [366].

In our analysis of the Shannon sampling theorem and its present generalization we had to depend heavily on the Fourier trigonometric (periodic) series and the general orthogonal expansion, respectively. The latter general expansion, unfortunately, is not necessarily periodic, a property that all regular users of the typical Fourier analysis would miss very much.

As we have already mentioned in this chapter, the lack of the periodicity property presented the greatest difficulty in our (and others) attempts to give a physical interpretation of the generalized sampling theorem. This
difficulty became even more evident when deriving explicit error bounds of such generalized sampling expansion, as was discussed in Subsections 7.2.1 and 7.2.2. Of course, such an attempt had to be preceded by developing the new tools of Subsections 7.1.3-7.1.5, i.e., the "generalized translation" and its "associated convolution theorem," the "new impulse train" (see Fig. 7.1) and the new "extended Poisson sum formula." These tools were the preliminaries in compensating for the absence of the periodicity that characterized the trigonometric Fourier series and the "related" shift property of the (exponential) Fourier transform representation of the Shannon sampling theorem.

The analysis of the errors, e.g., truncation and aliasing, of the Shannon sampling theorem, was not far from the analysis of the truncation and aliasing errors of the Fourier series often used for deriving the sampling expansion. Both of these errors are related to the Gibbs' phenomenon, which represents the error resulting from the "smooth" trigonometric functions attempt in approximating a "not so smooth" functions with jump discontinuities at the end points, or in the interior, of interval of the expansion. The Gibbs' phenomenon does not seem to be well-known in the case of approximating such discontinuous functions by a general Fourier orthogonal expansion in terms of the smooth, but not necessarily periodic functions [380, 366]. A clear example is the Fourier-Bessel series expansion.

After having developed new tools compatible with such an orthogonal expansion in Sections 7.1 and 7.2, it is time to bring attention to their possible use for the analysis of the Gibbs' phenomenon in such a general orthogonal series expansion. Our attempt here is to draw a parallel analysis to what is known for the Fourier trigonometric series and integrals and to point out the place of the new tools in such analysis. We also suggest an improvement to the existing remedy for the Gibbs' phenomenon of the trigonometric Fourier analysis. This is in line with using a self-truncation factor with the help of high order hill functions of (7.1.47), such as we employed in the last section for a tighter bound on the truncation error of the Shannon sampling expansion. After a possible remedy is suggested for the Gibbs' phenomenon of the general orthogonal expansions, we also suggest for it the use of high order general hill functions (7.1.52) to affect a parallel improvement to that of the trigonometric series. The detailed analytic treatment of these concepts for Fourier series and integrals are found in Appendix A.

The simplest example for illustrating the Gibbs' phenomenon in Fourier analysis is that of the signum function in Fig. 7.3,

\[
\text{sgn}(t) = \frac{t}{|t|} = \begin{cases} 
1, & t > 0 \\
-1, & t < 0
\end{cases}
\] (7.3.10)

with its clear jump discontinuity at \( t = 0 \). And its well-known "stubborn" Gibbs' phenomenon close to \( t = 0 \). Indeed it can be shown analytically [380, 456] that the error amounts to about 9% of the size of the jump discontinuity. More importantly, this error is independent of the size of the truncation of the Fourier integral. (For a detailed analysis, see the discussion after Eq. (A.9) and Eq. (A.24) in Appendix A for the Fourier integral and series, respectively). We note that the analysis for the signum function can be applied to other familiar functions with jump discontinuities such as the gate function of Fig. 7.4, which can be expressed in terms of the signum function as \( p_a(t) = \frac{1}{2} [\text{sgn}(t + a) - \text{sgn}(t - a)] \).

The next important example is that of the Fourier series representation of a square wave of unit amplitude on \((-\pi, \pi)\).

\[
f(t) = \begin{cases} 
1, & 0 < t < \pi \\
-1, & -\pi < t < 0
\end{cases}
\] (7.3.11)

and its very clear discontinuities at \( t = 0, \ t = \pm \pi \) as shown in Fig. 7.5. Here we draw a parallel in our illustration to the Gibbs' phenomenon in case the above two functions of (7.3.10) and (7.3.11) are represented by more general forms, i.e., the Hankel integral transform and the Fourier-Bessel series, respectively.

Due to lack of space we shall be very brief, concentrating our efforts on illustrating the Gibbs' phenomenon for the Fourier-Bessel series approximation of the square wave on \((0,1)\) with its (interior) jump discontinuity at \( x = \frac{1}{2} \) (see Figs. 7.9-7.11)

\[
f(t) = \begin{cases} 
1, & 0 < t < \frac{1}{2} \\
0, & \frac{1}{2} < t < 1
\end{cases}
\] (7.3.12)

This is to be compared with the familiar Gibbs' phenomenon of the Fourier (trigonometric) series of the same square wave function of (7.3.11) on the interval \((-\pi, \pi)\) with its (interior) jump discontinuity at \( x = 0 \). A remedy for the latter Gibbs' phenomenon will also be illustrated and a parallel one suggested for the former one of the Fourier-Bessel series.

To save space and make for a clearer comparison, we have included in our following illustrations the square wave function, the Nth partial sum \( S_N(t) \) of its Fourier series, and \( S_N(t) \) after applying the \( \sigma_n \)-averaging remedy for reducing the Gibbs' phenomenon.

The basic details of the analytical background treatment for the Gibbs' phenomenon, of the Fourier (trigonometric) integral as well as series representation of functions, are relegated to Appendix A. For a more complete treatment (with ample illustrations) of the Gibbs' phenomenon, we refer the reader to our book [456, Chap. 4. Sect. 4.1.6]; see also references [380, 363].

There is also an illustrated suggestion for improving the existing prescribed remedy [380] by using high order hill functions [456]. The related windowing effect is also discussed in the same book [456. Sect. 4.1.6 E].

Consider \( S_N(t) \), the Nth partial sum of the (trigonometric) Fourier series
FIGURE 7.5: The square wave function (period $2\pi$).

series approximation of the function, but did not affect the same type of the overshoots and undershoots near the jump discontinuity at $t = \frac{1}{2}$. In both Figs. 7.9 and 7.10, we noticed that the overshoot at $x = 0$, which may resemble a Gibbs' phenomenon. It is not the case however, since the $(J_0)$-Bessel-Fourier series used here represents an even function. Indeed Fig. 7.11 indicates that much of the undershoot decreased for $S_{100}(x)$ whereas the overshoot at the discontinuity $x = \frac{1}{2}$ persisted.

Of course, the Fourier-Bessel series is not periodic; therefore, there has not been any interest in looking beyond the interval of the series expansion like $(0,1)$ in the above case of the square wave in (7.3.12). However recalling the relatively new generalized impulse train (7.1.78) of Fig. 7.1, we do have a
purpose and interest in looking beyond this basic interval of the orthogonal expansion, even when we are expecting no more than just a “noisy-like repetition” of some kind. Figure 7.12 illustrates how the Fourier-Bessel series extends the representation of the square wave in (7.3.12) to the larger interval (0,4), which is beyond (0,1), the basic interval of the orthogonal expansion, and where the above mentioned “some type of repetition” on (1,4) is clearly indicated. We also looked at the expansion on an even larger interval of (0,20), where the “repetition” could be associated with the character of the repetition of the impulse train in (7.1.75) of Fig. 7.1.

A Possible Remedy for the Gibbs’ Phenomena—σ-Averaging

The usual known remedy for the Gibbs’ phenomenon of the Fourier analysis like that of Fig. 7.3, is to replace the function with its abrupt jump discontinuity by “another” one which is continuous in a small neighborhood of that discontinuity. Indeed the function is replaced by a straight line in that neighborhood as shown in Fig. 7.13 for the signum function.

Such a process is seen as an averaging of the function, which is called the σ1-averaging and is attributed to Lanczos (see [380]). Details of the basic analysis of this process are found in Appendix A. In Fig. 7.7 we have the S10(x) Fourier series approximation of the square wave function in (7.3.11), with its jump discontinuity and its Gibbs’ phenomenon as well as the S80(x) of the σ1-averaging of the square wave. We see clearly the reduction of the Gibbs’ phenomenon for the latter (averaged) case as well as a much better approximation where the function is continuous.

More important to us in the analysis of the Gibbs’ phenomenon for the Fourier-Bessel series is that such σ1-averaging is equivalent to convolving the square wave function with the gate function, a process that we can easily perform for the Fourier-Bessel series with the newly developed tools of Subsections 7.1.4-7.1.5 which are very compatible with such purpose. Also, equivalently, this σ1 process means multiplying the Fourier coefficients $c_n = \frac{4}{\pi} \cdot \frac{1}{2n-1}$ of (7.3.13) by \( \frac{\sin(2(2n-1)\pi t)}{(2n-1)2\pi t} \) (as Fourier coefficients of the Fourier series expansion of $N_{pN}(t)$ on $(-\pi, \pi)$).

In the hope of improving on such $S_{N,\sigma_1}$-averaging process we have attempted to repeat it as $S_{N,\sigma_1^2}$, $S_{N,\sigma_1^3}$, ..., $S_{N,\sigma_1^n}$ (or $\sigma_1$, $\sigma_2$, $\sigma_3$, ..., $\sigma_m$; $\sigma_m \equiv \sigma_1^n$) averagings. Figure 7.8 illustrates the $S_{40,\sigma_1}$ approximation without averaging, the $S_{40,\sigma_1}$ and $S_{40,\sigma_2}$ where we note that the $\sigma_2$-averaging is a better approximation with about completely removed Gibbs’ phenomenon at $t = 0$. However, it has one drawback: it required almost double the rise time than that of the $\sigma_1$-averaging. Higher order averagings of $\sigma_3$ and $\sigma_6$, even with $S_{80}$ are illustrated in Fig. 7.14. It is observed that there seems to be an optimal order of such high averagings, where we see in Fig. 7.14 that the $S_{80,\sigma_3}$ is the best. $S_{80,\sigma_6}$, though extremely smooth, does suffer...
from a longer rise time compared to the two former ones.

We again note that the \( \sigma_m^n = \sigma_m \)-averaging is equivalent to convolving the function \( m \) times with \( Np_{\pi/2N}(t) \), which in turn will introduce the self-truncating factor,

\[
\sigma_m = \left[ \frac{\sin\left(\frac{2n-1}{2} \cdot \frac{\pi}{2N}\right)}{\left(2n-1\right) \cdot \frac{\pi}{2N}} \right]^m.
\]

to the Fourier coefficient of \( S_N(t) \) in (7.3.13). Here, again, comes the role of the hill function of order \( m \), as the Fourier transform of \( \sigma_m \), where it is making a self-truncating Fourier series in a manner similar to making the self-truncating Shannon sampling series. So, for our treatment of the Gibbs’ phenomenon of the Fourier–Bessel series, we can employ the generalized hill function in (7.1.52) to reduce the Gibbs’ phenomenon, or to make the \( J_0 \)-Bessel orthogonal expansion (7.3.19) a self-truncating one. We hope, of course, that this can be applied to other general orthogonal expansions.

In all our practical computations we had to approximate the infinite Fourier series of \( G_S(f) \),

\[
G_S(f) = \sum_{k=-\infty}^{\infty} c_k e^{-2\pi ikTf}, \quad -\frac{1}{2T} < f < \frac{1}{2T}. \tag{7.3.14}
\]

\[
c_k = T \int_{-T/2}^{T/2} G_S(f) e^{2\pi ikTf} df \tag{7.3.15}
\]

by an \( N \) term partial sum. Here, \( \omega = 2\pi f \).

FIGURE 7.8: The Gibbs’s phenomenon with \( N = 40 \). Also its remedies of one \((\sigma_1)\) and two \((\sigma_2)\) averagings.
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FIGURE 7.9: The square wave function and the “Gibbs’ phenomenon” of its \((J_0\text{-Bessel})\)-Fourier series approximation \( S_N(x) \), \( N = 20 \). (See also [366].)

FIGURE 7.10: The square wave function and the clear “Gibbs’ phenomenon” of its \((J_0\text{-Bessel})\)-Fourier series approximation \( S_N(x) \), \( N = 40 \). (See also [456].)

In the same manner we limit the infinite Fourier integrals of \( G(f) \),

\[
G(f) = \int_{-\infty}^{\infty} g(t) e^{-j2\pi ft} dt \tag{7.3.16}
\]

and

\[
g(t) = \int_{-\infty}^{\infty} G(f) e^{j2\pi ft} df \tag{7.3.17}
\]
to finite time limits \(-b\) to \( b\) and finite frequency limits \(-a\) to \( a\) respectively. This means that we had to assume an “almost” time limited function for \( G(f) \) and an “almost” band-limited function for \( g(t) \).
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FIGURE 7.11: The square wave function and “definite” “Gibbs’ phenomenon” of its $(J_0$-Bessel)-Fourier series approximation $S_N(x), N = 100$.

In all cases of truncation, we actually employed the gate function,

$$p_a(t) = \begin{cases} 1, & |t| \leq a \\ 0, & |t| > a \end{cases}$$

(7.3.18)

with its abrupt discontinuities at $t = \pm 1$. Such a particular case of truncation is viewed as the result of applying a window of the gate function type $p_a(f)$ to $G(f)$, whose effect on the transform $g(t)$ appears as wiggles around $\pm b$, the ends of its support (or period). This effect is well-known as the “windowing effect,” and its “apparent” remedy is to increase the bandwidth $a$. However, in many situations $a$ may be fixed, thus something has to be done about the gate function and its “troublesome” sharp discontinuities. This means that we have to choose a window that dies out slowly around its truncation edges $\pm a$. Indeed the analysis (or art) of constructing such windows, is very intensive [380], [456, 941] for the (trigonometric) Fourier analysis. However, to our knowledge, there is very little, if any, analysis for the more general transforms or orthogonal series expansion.

It is easily shown [380, 456] (see Appendix A) that the wiggles of the windowing effect are strongly related to the Fourier transform of the given window. With the tools we have already developed in Subsections 7.1.3-7.1.5, a “similar” statement for the Hankel transform or Fourier-Bessel series representation is in order.

In the case of the Fourier series (7.3.14), typical truncation to $N$ terms amounts to multiplying the infinite sequence of its Fourier coefficients $c_k$ by the gate function $p_{NT}(kT)$. The resulting discontinuity of $c_k$ has its effect on the transform $G_S(f)$ appearing as wiggles, or ripples, around $\pm 1/T$, the ends of the period. These ripples can be explained in terms of the Fourier transform of the truncated Fourier coefficients $c_k p_{NT}(kT)$, which is the convolution product $G_S(f) \ast \frac{\sin \frac{2\pi NTf}{\pi f}}{\frac{2\pi NTf}{\pi f}}$ where $\frac{\sin \frac{2\pi NTf}{\pi f}}{\frac{2\pi NTf}{\pi f}}$ is the (Fourier) transform of the gate function $p_{NT}(t)$.

Consider the analysis of the truncated Fourier-Bessel series of a function $H_S(x)$,

$$H_S(x) = 2 \sum_{n=1}^{\infty} c_n \frac{J_0(x j_0, n)}{J_1^2(j_0, n)}$$

(7.3.19)

defined on $(0, b)$, which is, of course, not periodic. The question here is whether we expect ripples around $x = b$ when we truncate the above Fourier-Bessel series (7.3.19) to $N$ terms (see [366]). There is no doubt that such truncation is the result of multiplying the coefficients $c_n$ by a gate function $p_{NT}(x)$, i.e., we use $c_n p_{NT}(t)$ instead of $c_n$ in (7.3.19). In parallel to the above Fourier analysis, this should correspond to “convolving” the $H_S(x)$ of (7.3.19) with the $J_0$-Hankel transform $S(x) = \frac{N J_1(Nz)}{\pi}$ of the gate function $p_{NT}(t)$. Of course, this convolution product is the generalized one as defined in (7.1.36), with its generalized translation (7.1.34) replacing the usual translation of the Fourier transform. It is clear that $S(x)$ is an oscillating function since $J_1(Nx)$ is, and that it is decaying with zeros at $x_n = \frac{b}{N}$. So, intuitively, and in parallel to the above Fourier analysis with the oscillating $\frac{\sin \frac{2\pi NTf}{\pi f}}{\frac{2\pi NTf}{\pi f}}$, we also expect wiggles around $x = b$. However, the reality is a little different, since the Hankel convolution product does not involve a “mere” translation of $x$ in $S(x)$ but a “generalized translation”
$S(x\theta \tau) \text{ like in (7.1.35)}.$

\[ S(x\theta \tau) = \frac{N J_1(N(x\theta \tau))}{x\theta \tau} = \frac{N \tau J_1(Nx)J_0(N\tau) - N\tau J_1(N\tau)J_0(Nx)}{x^2 - \tau^2}. \quad (7.3.20) \]

The tentative computations and illustrations \[442, 437, 454\] show that for relatively large $\tau$, the generalized translation seems to have a smoothing effect. As to the Fourier-Bessel series representation $H_\phi(x)$ beyond the interval $(0, b)$, the form may be described as some kind of noisy repetition (Fig. 7.12) with extended intervals related to locations of the pulses in the impulse train of Fig. 7.1.

It is hoped that these brief notes offer a clear presentation of the Gibbs' phenomenon, and its possible remedies, of the Fourier series and the general orthogonal expansion of functions with jump discontinuities as illustrated in Figs. 7.5, 7.7, 7.14 and 7.9.

As we mentioned at the beginning of this section, we shall have most of the detailed analytical treatment of the typical Fourier (trigonometric) analysis for Appendix A.

### 7.3.3 Boundary-Value Problems

One of our earliest applications of generalized sampling expansions (7.1.20), outside of communications or optics, was to facilitate the solution of a boundary-value problem in a plug flow \[457\]. Such a problem is concerned with determining the effect of axial conduction on the temperature field of a fluid (in a laminar flow) in a tube. For such a problem, for the temperature $T(r, z): 0 < r < 1.0, -\infty < z < \infty$, the finite Hankel transform (or Bessel-

\[ \begin{align*}
\sum_{n=1}^{\infty} 2D(\lambda_{1,n})J_0(\lambda_{1,n}r) & = J_0(\lambda_{0,n}r) \\
\sum_{n=1}^{\infty} 2C(\lambda_{0,n})J_0(\lambda_{0,n}r) & = J_1(\lambda_{0,n}r)
\end{align*} \quad (7.3.23) \]

where $D(\lambda_{1,n})$ and $C(\lambda_{0,n})$ are the Fourier-Bessel coefficients of the Bessel series solution as related to $T_1$ and $T_2$, respectively. Before our recognition

\[ \text{FIGURE 7.13: A possible remedy for the Gibbs' phenomenon—approximation of } \text{sgn}(t) \text{ by a continuous function } \text{sgn}_\phi(t). \]

\[ \text{FIGURE 7.14: Higher order } \sigma_n \text{-averagings for reducing the Gibbs' phenomenon. The rise time for } \sigma_3 \text{ is reduced by increasing } N, N = 20, 40, 80. \]
of the possible use of the generalized Bessel-type sampling theorem, the infinite number of coefficients \(\{D(\lambda_{1,n})\}\) and \(\{C(\lambda_{0,n})\}\) had to be matched [4]. However, since we know that such coefficients are indeed the samples of a finite limit Hankel transform (or as the Fourier coefficients of the Fourier-Bessel series we can, with a simple operation, change each of the infinite series in (7.3.23) to only one term \(C(\lambda)\) and \(D(\lambda)\) as the interpolations of \(C(\lambda_{0,n})\) and \(D(\lambda_{1,n})\), respectively. With the forms in (7.3.23) and keeping in mind the generalized sampling theorem, we can multiply both sides of (7.3.23) by \(r J_0(\lambda r)\) and integrate by term by term from 0 to 1 to have

\[
\sum_{n=1}^{\infty} D(\lambda_{1,n}) S_2(\lambda, \lambda_{1,n}) = \frac{J_1(\lambda)}{\lambda} + \sum_{n=1}^{\infty} C(\lambda_{0,n}) S_1(\lambda, \lambda_{0,n}). \tag{7.3.24}
\]

Now we recognize the above two series as Bessel sampling series expansions for \(C(\lambda)\) and \(D(\lambda)\):

\[
C(\lambda) = \sum_{n=1}^{\infty} C(\lambda_{0,n}) S_1(\lambda, \lambda_{0,n}) \tag{7.3.25}
\]

and

\[
D(\lambda) = \sum_{n=1}^{\infty} D(\lambda_{1,n}) S_2(\lambda, \lambda_{1,n}). \tag{7.3.26}
\]

Equation (7.3.24) becomes a much simpler relation between only two functions \(C(\lambda)\) and \(D(\lambda)\),

\[
D(\lambda) - C(\lambda) = \frac{J_1(\lambda)}{\lambda}. \tag{7.3.27}
\]

This replaces the infinite matching of the coefficients \(\{C(\lambda_{0,n})\}\) and \(\{D(\lambda_{1,n})\}\) in (7.3.23) before employing the sampling theorem. The same thing was done for the series resulting from the second compatibility condition (7.3.22) of matching the temperature gradient at the entrance point \(z = 0\). This analysis using the generalized sampling theorem resulted in simpler and more accurate numerical computations for this plug flow boundary value problem, or a conjugate boundary-value problem of Graeter type [4]. For numerical results, see Figs. 1-3 in [457].

### 7.3.4 Other Applications and Suggested Extensions

In this section we will outline some of our present and suggested future research in relation to sampling theorems. This research includes the retaining of the interpolation property [448] of the generalized (optimal) sampling sum of approximation theory [845] as we shall discuss in more detail in this section. There is also our continued attempt for completing the picture, i.e., sampling a function and its derivatives, for most of the remaining, well-known general integral transforms that are associated with the generalized sampling theorem [437]. This includes the Legendre, associated Legendre, the Gegenbauer, Laguerre, Hermite and the Jacobi transforms [434, 437, 440].

Apart from the applications for the communications engineer, we found applications of the Shannon and the generalized sampling for civil, mechanical and chemical engineers. The first relates to the determination of the spacing between the railroad cross-ties [446, 510], where the Shannon sampling theorem was used and the result agreed with the long-standing railroad data. We are considering presently this problem of support in the case of thin cylindrical shells with circular supports, where the Hankel transform is used. It should be clear from our analysis (in Sections 7.1.2 and 7.1.3) how the Bessel sampling series (7.1.26) will play a similar role in determining the spacing of the circular supports. When the circular supports, for spherical domes or shells, are considered, a Legendre sampling series, or other generalized sampling series with closely related radial kernels, may be used for the spacing of such arcs or supports.

The Shannon sampling theorem and its generalization in this chapter played a role in the development of our research interest, namely, the development of a modified iterative method for solving non-linear problems [455, 449, 460] (see also more relevant references in the recent tutorial article on the subject [455]). The familiarity with the properties of band-limited functions as well as with the Shannon sampling theorem was helpful in developing this method for solving non-linear problems with rectangular geometry. When the same non-linear problem was considered for a cylindrical shape, the role of the transform-limited functions, presented in Subsections 7.1.2–7.1.3, became very evident. This is, of course, apart from the necessity of Bessel sampling series. Details of the brief history of this development, especially as it relates to the band (or transform)-limited functions and their corresponding sampling series, is presented in second part of this section.

### Interpolation for the Generalized Sampling Sum of Approximation Theory

In his treatment of the error bound for the aliasing error of not necessarily band-limited functions, Spletstößer [845] replaced the \(\sin x/x\) function, of Shannon sampling expansion [818, 440] by well-known functions in approximation theory.

He then illustrated his work with a number of such known functions. He showed better convergence, and hence a tighter aliasing error bound than the existing ones. He remarked, however, that such better expansions lack the interpolation property, which is very important for the series analysis.
of signals. Consider the function
\[ f(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} F(w) e^{iwt} dw \] (7.28.3)
which is Lebesgue integrable \((f \in L(R))\), continuous \((f \in C(R))\) and has a
Lebesgue integrable Fourier transform \(F(w)\), \(F(w) \in L(R)\) on the real line \(R\),
\[ F(w) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} f(t) e^{-iwt} dt. \] (7.29.3)

Let \(G(w)\) be the Fourier transform of \(g(t)\) with the same conditions above:
the convolution product \((f \ast g)(t)\) of \(f(t)\) and \(g(t)\) is
\[ (f \ast g)(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} f(u)g(t-u) du \]
\[ = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{iwt} F(w) G(w) dw, \] (7.30.3)
with \(F(w)G(w)\) as its Fourier transform. Splettstösser employed an
important known tool in approximation theory concerning the discretization
of the above convolution product. It states that if, in addition to \(f, g \in L(R) \cap C(R)\), they are also band-limited to \(\pi W\), i.e., \(F(w) = G(w) = 0\) for all
\(|w| > \pi W; W > 0\), then
\[ \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} f(u)g(t-u) du = \frac{1}{\sqrt{2\pi}W} \sum_{k=-\infty}^{\infty} f \left( \frac{k}{W} \right) g \left( t - \frac{k}{W} \right). \] (7.31.3)

This result was stated in Subsection 7.1.4, as a special case of our extension
of (7.1.49) to the product of three functions, to help with the derivation of
the self-truncating sampling series in (7.1.48). Moreover, with the help of
the new tool of the generalized convolution theorem in (7.36.3), we were able
to extend these results, associated with only the Fourier transforms,
to the result (7.1.56) of the general transforms (7.32)-(7.33) associated
with the generalized sampling theorem (7.1.20)-(7.1.21). We shall rely on
such new tools in extending our following results, of retaining the interpolation
property to the Fourier transform development of Splettstösser, to the
general integral transforms of (7.32)-(7.33).

For not necessarily band-limited functions, Splettstösser established that
for \(f \in C(R) \cap L(R)\) and \(F \in L(R)\), then for each \(t \in R\),
\[ f(t) = \lim_{W \to \infty} \sum_{k=-\infty}^{\infty} f \left( \frac{k}{W} \right) \sin \left( \pi W(t-k) \right), \quad \sin x \equiv \frac{\sin x}{x} \] (7.32.3)
in terms of the classical \(\sin\)-sampling function, which, as usual, interpolates
the function \(f(t)\) at the sampling points \(\left\{ \frac{k}{W} \right\} \).

### 7. Error Analysis

In order to obtain a better convergent sampling sum than that of (7.3.32),
he introduced known kernels of approximation theory \(x(t) \in L(R)\), which
are normalized, i.e.,
\[ \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} x(u) du = 1. \] (7.33.3)

He then established the following more general sampling sum, where \(X(w)\)
is the Fourier transform of \(x(t)\). Let \(x \in L(R) \cap C(R)\) have the property (7.3.33) with \(|x(t)| \leq \text{const} |t|^{-\gamma}\) for some \(\gamma > 1\) and \(x(w) = 0\) for all
\(|w| > \Omega; \Omega > 0\). Moreover, let \(X(w)\) be absolutely continuous on \((-\Omega, \Omega)\). Then for any \(f \in C(R) \cap L(R)\),
\[ f(t) = \lim_{W \to \infty} \frac{\pi}{\sqrt{2\pi}W} \sum_{k=-\infty}^{\infty} f \left( \frac{k}{W} \right) x \left( \frac{\pi}{\Omega}(Wt-k) \right) \] (7.34.3)
uniformly for all \(t \in R\).

As we have already stated, this approximation sum demonstrated better
convergence \([845]\) than that of (7.3.32), especially with such kernels as the
de la Valée Poussin means,
\[ x(u) = \theta(u) = \frac{3}{3\sqrt{2\pi}} \sin \left( \frac{3}{2} u \right) \sin \left( \frac{u}{2} \right) \] (7.35.3)
whose Fourier transform is
\[ \theta(w) = \begin{cases} 1, & |w| \leq 1 \\ 2 - |w|, & 1 < w \leq 2 \\ 0, & |w| > 2. \end{cases} \] (7.36.3)

Unfortunately, such a better approximation (7.34.3) with (7.35.3) lacks the
important property for approximating signal functions \(f(t)\), namely, the
interpolation at the sampling points \(\left\{ \frac{k}{W} \right\} \).

Splettstösser raised the question as to whether such approximations be
modified in such a way that \(\theta(w)\) and that the order
of \(\theta(w)\) is at least as good. He demonstrated this point for the
case of the kernel of Fejér,
\[ \theta(u) = \frac{1}{\sqrt{2\pi}} \left[ \sin \left( \frac{u}{2} \right) \right]^2 \] (7.37.3)
with its Fourier transform
\[ \Sigma(w) = \begin{cases} 1 - |w|, & |w| \leq 1 \\ 0, & |w| > 1 \end{cases} \] (7.38.3)
where the sampling sum (7.34.3) becomes
\[ f(t) = \lim_{W \to \infty} \sum_{k=-\infty}^{\infty} f \left( \frac{k}{W} \right) \left[ \sin(Wt-k) \right]^2 \] (7.39.3)
which obviously does not interpolate at \( t = \frac{k}{W} \). He then gave a counterexample with the differentiable function
\[
f(t) = \begin{cases} 
1 + \sin t, & t \in \left( -\frac{\pi}{2}, \frac{3\pi}{2} \right) \\
0, & \text{elsewhere}
\end{cases}
\] (7.3.40)

and offered a modified version of (7.3.39) that would interpolate, as a Fejér-Hermite type interpolation.
\[
f(t) = \lim_{W \to \infty} \sum_{k=-\infty}^{\infty} \left[ f\left( \frac{2k}{W} \right) + \left( t - \frac{2k}{W} \right) f'\left( \frac{2k}{W} \right) \right] \sin \frac{\pi}{2}(Wt - 2k)^2
\] (7.3.41)

We note that the infinite series in (7.3.41) is also known as the sampling expansion for the band-limited function \( f_{\pi W}(t) \) in terms of the samples of the function and its first derivative. This is known [440, Sect. IVB], even with higher derivatives, on the basis of the classical sampling series (7.3.31); hence the involvement of powers of the same si-function as in (7.3.39). We also note that for this particular example (7.3.40) the modified series (7.3.41) would have worse convergence than that of the approximation sum (7.3.39), since the sequence \( f'(\frac{2k}{W}) = \cos \frac{2k}{W} \) would behave like \( f(\frac{k}{W}) = 1 + \sin \frac{k}{W} \) and that the second term \( (t - \frac{2k}{W}) \cos \frac{2k}{W} \) in (7.3.41) would be slower than the first term \( 1 + \sin \frac{2k}{W} \).

In the next section we shall develop a method that uses complex contour integration which will modify all approximation sums considered in [845] and extends to a more general analysis of this type associated with integral transforms, other than the usual Fourier transform [448].

### Interpolation for the Sampling Sum of Approximation Theory

Consider the approximation sum in (7.3.34),
\[
\frac{\pi}{\sqrt{2\pi\Omega}} \sum_{k=-\infty}^{\infty} f_{\pi W}\left( \frac{k}{W} \right) x \left[ \frac{\pi}{\Omega} (Wt - k) \right] .
\] (7.3.42)

for the band-limited function \( f_{\pi W}(t) \), i.e., \( F(w) = 0, |w| > \pi W \). Let \( g(u) \) be the transcendental factor in \( x(u) \) of (7.3.42). Then the contour integral along the path \( C_R : |z| = R \),
\[
\int_{C_R} \frac{f(z)}{(z-t)g(z)} .
\] (7.3.43)

as \( R \to \infty \), would give the modified version that is needed for the approximate (7.3.34) to have the interpolation property. The proof is straightforward as \( f_{\pi W}(t) \) and the main desired part of the modified series would result, respectively, from the contribution of the residue at \( z = t \) and the residues at the zeros of \( g(z) \). What remains is to show that the contour integral vanishes as \( R \to \infty \). This would put a condition on the exponential order \( o(e^{\pi W|W|}) \) of \( f_{\pi W}(z) \) versus that of \( g(z) \), which determines the sampling spacing. For example, in the case of the Fejér kernel expansion, the transcendental part is \( g(z) = |\sin \frac{\pi}{2} W' z|^2 = o(e^{\pi W'|W'|}) \), which makes the contour integral vanish for \( W' > W \), in other words, as long as the sampling spacing \( \frac{1}{W'} \) is less than \( \frac{1}{W} \). As a specific example, we consider the approximation sum associated with the de la Valée Poussin kernel (7.3.35)
\[
f(t) = \lim_{W \to \infty} 3 \sum_{k=-\infty}^{\infty} f\left( \frac{k}{W} \right) \left[ \frac{3\pi}{4} (Wt - 2k) \right] \left[ \frac{\pi}{4} (Wt - 2k) \right] .
\] (7.3.44)

where \( g(z) = |\sin \frac{3\pi}{2} W' z|^2 |\sin \frac{\pi}{4} W z|^2 = o(e^{\pi W'|W'|}) \), which has double zeros at \( z_k = \frac{4k}{3W} \) and simple zeros at \( z_k = \frac{4k}{3W}, k \neq 3j \). If we perform the contour integration (7.3.43) for the band-limited function \( f_{\pi W}(z) \), we obtain
\[
f_{\pi W}(t) = \sum_{k=-\infty}^{\infty} \left[ f\left( \frac{4k}{3W} \right) + \left( t - \frac{4k}{3W} \right) f'\left( \frac{4k}{3W} \right) \right] \left[ \frac{3\pi}{4} (Wt - 4k) \right] \left[ \frac{\pi}{4} (Wt - k) \right]
\times \frac{3\pi}{4} (Wt - 4k) \left[ \frac{3\pi}{4} (Wt - 3k) \right]
+ \sum_{k \neq 3j} \left[ f\left( \frac{4k}{3W} \right) \right] \left[ \frac{3\pi}{4} (Wt - 4k) \right] \left[ \frac{\pi}{3} (Wt - 3k) \right] \left[ \frac{\pi}{3} (Wt - k) \right] .
\] (7.3.45)

where the second infinite sum does not involve the samples at \( \frac{k}{W} \). This approximate expansion possesses the interpolation property, where the first series and second series in (7.3.45) give the samples \( f\left( \frac{k}{W} \right) \) and \( f\left( \frac{4k}{3W} \right), k \neq 3j \), respectively. This should answer the open question raised in [845], besides all its other examples and general cases.

### The Extension to the Generalized Sampling Theorem

In order to extend the method to the case of the generalized sampling theorem (7.1.20)-(7.1.21), we note that in this chapter we have already presented all tools necessary for this analysis. This includes the generalized convolution product (7.1.36) and its discretization (7.1.47) as the parallel of Splettstötter's work [845] (only for the Fourier transform of the Shannon sampling expansion). With such tools, one can extend the above results to approximation theory with the retention of the important interpolation property for a generalized sampling series like the Bessel sampling series. The importance of this development will, of course, depend on how much the general orthogonal expansion is used in approximation theory (aside from the familiar trigonometric Fourier series).

The generalization of Splettstötter's result (7.3.31) to other integral transforms is obtained from our result (7.1.49) when limited to only two band-
7. Error Analysis

The Fourier transform of \( y^2(x) \), which should be the following self-convolution of \( Y(\lambda) \), the Fourier transform of \( y(x) \),

\[
(Y * Y)(\lambda) = \frac{1}{2\pi} \int_{-\infty}^{\infty} Y(\lambda - \mu)Y(\mu)d\mu, \quad Y(\lambda) = \mathcal{F}\{y(x)\}. \tag{7.3.51}
\]

Clearly, their relation (7.3.50) on the interval \((0, a)\) is exact for \(y(x) = p_a(x)\), the gate function; a very special case indeed. With our analysis, it turned out that the usual direct iteration \([451]\) of this non-linear problem in \(Y(\lambda)\) is valid for \(\varphi < 1.35\) which corresponds to a solution that is slowly varying between 0.7 and 1.0 on the interval \((0, 1)\), which is very close to \(p_1(x)\).

The Modified Iterative Method—Its Origin

In the self-convolution (7.3.51) we could not exactly take \( Y(\lambda - \mu) \) as \( Y(\lambda) \) out of the integral. Instead we started with a first approximation \( Y^{(1)}(\lambda - \mu) \) to divide \( Y(\lambda - \mu) \). Then we divided and multiplied inside the integral of (7.3.51) by \( Y^{(1)}(\lambda - \mu) \):

\[
\int_{-\infty}^{\infty} Y(\lambda - \mu)Y(\mu)d\mu = \int_{-\infty}^{\infty} Y^{(1)}(\lambda - \mu)Y^{(1)}(\lambda - \mu)Y(\mu)d\mu.
\]

Now if \( Y^{(1)}(\lambda) \) is close to \( Y(\lambda) \), then a Taylor series expansion of \( Y^{(1)}(\lambda - \mu) \) about \( \mu = 0 \) may well be approximated by its first term as \( Y(\lambda) \) and our approximation to the above integral becomes

\[
\int_{-\infty}^{\infty} Y(\lambda - \mu)Y(\mu)d\mu \approx \frac{Y(\lambda)}{Y^{(1)}(\lambda)} \int_{-\infty}^{\infty} Y^{(1)}(\lambda - \mu)Y(\mu)d\mu, \tag{7.3.52}
\]

where the first approximation \( Y^{(1)}(\lambda - \mu) \) acts now as a kernel. If we use this approximation for the Fourier transform of \( y^2(x) \), and \( -\lambda^2 Y(\lambda) + B(\lambda) \) for the Fourier transform of \( d^2y/dx^2 \) on \((-\infty, \infty)\) in (7.3.47), we have

\[
-\lambda^2 Y(\lambda) + B(\lambda) = \frac{\varphi^2 Y(\lambda)}{2\pi Y^{(1)}(\lambda)} \int_{-\infty}^{\infty} Y^{(1)}(\lambda - \mu)Y(\mu)d\mu. \tag{7.3.53}
\]

The \( B(\lambda) \) term here is symbolic for covering the boundary conditions, as in most practical cases we may use the cosine, sine or finite Fourier transforms. We considered (7.3.53) as an integral equation \([451, 449]\) in \( Y(\lambda) \) with kernel \( Y^{(1)}(\lambda - \mu) \) as the first approximation to its solution.

Moreover, we took the \( Y(\lambda) \) outside the integral as (second approximation or output) \( Y^{(2)}(\lambda) \), inputted for the first time by the \( Y(\mu) \) inside the integral as \( Y^{(1)}(\mu) \).

\[
-\lambda^2 Y^{(2)}(\lambda) + B(\lambda) = \frac{\varphi^2 Y^{(2)}(\lambda)}{2\pi Y^{(1)}(\lambda)} \int_{-\infty}^{\infty} Y^{(1)}(\lambda - \mu)Y^{(1)}(\mu)d\mu. \tag{7.3.54}
\]
7. Error Analysis

\begin{align}
    u'(0) &= 0, \\
    u'(1) &= -\text{Sh} \cdot u(1).
\end{align}

(7.3.59)

The compatible transform [456] for this problem is the finite cosine transform

\[ U_c(\lambda_n) = \int_0^1 u(x) \cos(\lambda_n x) \, dx \equiv \mathcal{F}_c\{u\}, \]

(7.3.61)

where \( \lambda_n \), due to (7.3.60), are the zeros of

\[ \tan \lambda_n = \frac{\text{Sh}}{\lambda_n}, \quad n = 0, 1, 2, \ldots, \]

(7.3.62)

and with \( \text{Sh} \to \infty \) we can see that \( \lambda_n = (n + \frac{1}{2})\pi \). Also

\[ u(1) = 0. \]

The inverse transform to \( U_c(\lambda_n) \) in (7.3.61) is the Fourier-cosine series

\[ u(x) = 2 \text{Sh} \sum_{n=0}^{\infty} \frac{U_c(\lambda_n) \cos(\lambda_n x)}{\text{Sh} + \sin^2 \lambda_n}, \]

(7.3.63)

which, as \( \text{Sh} \to \infty \), becomes

\[ u(x) = 2 \sum_{n=0}^{\infty} U_c(\lambda_n) \cos(\lambda_n x), \quad \lambda_n = (n + \frac{1}{2})\pi, \quad n = 0, 1, \ldots. \]

(7.3.64)

If we apply this transform on the boundary-value problem (7.3.58)-(7.3.59), (7.3.63) with the identity

\[ \mathcal{F}_c\{u''(x)\} = -\lambda_n^2 U_c(\lambda_n) - u'(0) + [u'(1) + \text{Sh} \cdot u(1)] \cos \lambda_n, \]

(7.3.65)

we have

\[ \lambda_n^2 U_c(\lambda_n) = \varphi^2 \mathcal{F}_c\{(1 - \varphi)^2\} \]

(7.3.66)

and in terms of \( Y(\lambda_n) \).

\[ \lambda_n^2 \left[ \frac{\sin \lambda_n}{\lambda_n} - Y_c(\lambda_n) \right] = \varphi^2 \mathcal{F}_c\{y^2\} \]

(7.3.67)

where \( \mathcal{F}_c\{1\} = (\sin \lambda_n / \lambda_n) \).

Now we write \( \mathcal{F}_c\{y^2\} \) as a convolution product \( (Y_c \ast Y_c)(\lambda_n) \) for this finite cosine transform.

\[ (Y_c \ast Y_c)(\lambda_n) = \sum_{k=0}^{\infty} Y_c(\lambda_n) [Y_c(\lambda_k + \lambda_n) + Y_c(|\lambda_k - \lambda_n|)], \]

(7.3.68)
If we use this in (7.3.67), we have a non-linear “summation” type equation (as compared with integral equation), in \( Y_c(\lambda_n) \).

\[
Y_c(\lambda_n) = \frac{\sin \lambda_n}{\lambda_n} - \frac{\varphi^2}{\lambda_n^2} \sum_{k=0}^{\infty} Y_c(\lambda_k)[Y_c(\lambda_k + \lambda_n) + Y_c(|\lambda_k - \lambda_n|)].
\]  
(7.3.69)

The role of the Shannon sampling expansion appears in computing the convolution sum in (7.3.69) where we must note that the arguments \( \lambda_k + \lambda_n \) and \( \lambda_k - \lambda_n \) would be integer multiples of \( \pi \), where the function \( Y_c(\lambda_n) \) as in (7.3.64) is defined only for \( \lambda_n = n + \frac{1}{2} \pi \). For this we can interpolate for \( Y_c(n\pi) \) in terms of \( Y_c((n + \frac{1}{2})\pi) \), and use the following Shannon sampling expansion

\[
Y_c(\lambda) = \sum_{n=-\infty}^{\infty} Y_c(\lambda_n) \frac{\sin(\lambda - \lambda_n)}{(\lambda - \lambda_n)}.
\]  
(7.3.70)

The Cylindrical Pellet and Bessel Sampling Series

In a manner parallel to the development of the non-linear problem for the planar pellet (7.3.58)-(7.3.60), we find the need for the tools of the generalized convolution theorem (7.1.36) and the generalized (Bessel) sampling series (7.1.26) for the cylindrical pellet. Here we consider the same type problem of the non-linear chemical concentration \( u(r) \) for a cylindrical catalyst pellet with a quadratic non-linear term \( \varphi^2 u^2 \):

\[
\frac{1}{r} \frac{d}{dr} \left[ r \frac{d}{dr} u \right] = \varphi^2 u^2, \quad 0 < r < 1.
\]  
(7.3.71)

\[
u_r(0) = 0, \quad u_r \equiv \frac{du}{dr}.
\]  
(7.3.72)

\[
u(1) = 1.
\]  
(7.3.73)

We will use the finite \( J_0 \)-Hankel transform to algebraize the differential operator on the left side of (7.3.71).

\[
U(j_0,n) = \int_0^r r u(r) J_0(j_0,n r) dr \equiv \mathcal{H}_0\{u\}.
\]  
(7.3.74)

where \( \{j_0,n\} \) are the zeros of the \( J_0 \)-Bessel function, i.e., \( J_0(j_0,n) = 0, \ n = 1, 2, \ldots \). The inverse Hankel transform is the Fourier-Bessel series of \( u(r) \) on \( (0,1) \).

\[
u(r) = \sum_{n=1}^{\infty} \frac{U(j_0,n,n r)}{J_0(j_0,n)}.
\]  
(7.3.75)

Clearly, \( U(j_0,n) \) in (7.3.75) is a transform limited function and the role of the Bessel sampling series is evident if we are to obtain values of \( U(\lambda) \) at \( \lambda \) different from \( j_0,n \). More important is the use of the generalized convolution theorem (7.1.36) for us to be satisfied with a general transform result in parallel to that of the modified iteration (7.3.56) in the Fourier transform space. Due to the lack of space, we can only mention that the modified iterative method was successful in solving this problem for high values of \( \varphi \) [460]. For more details the reader may consult the tutorial article on the subject [455], or [460]. The basic subject of the convergence is discussed briefly in [451] (see also Ref. 5 in [455]). We also mention here that for efficient computations of the above finite Hankel transform (7.3.74) and its inverse (7.3.75), we employed an “approximate” discrete Hankel transform [442] with good accuracy. This discrete Hankel transform was developed with the help of the Bessel sampling series. The same modified iterative method, with parallel analysis, was used for spherical pellet [460, 455]. These pellet problems were also tried with success [455, 460] for general non-linearity \( f(y) \) with some conditions on \( f(y) \).
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Appendix A

A.1 Analysis of Gibbs' Phenomena

As we indicated in Subsection 7.3.2, most of the basic analysis of the well-known Gibbs' phenomenon are relegated to this Appendix. In the following we present a basic treatment of the Gibbs' phenomenon associated with integrals approximation of discontinuous functions. This will be followed by a parallel treatment of the Gibbs' phenomenon for the Fourier series approximation of discontinuous periodic functions.

The simplest example of a function with jump discontinuity in the interior of its domain is the signum-function \( \text{sgn}(t) \) (Fig. A.1):

\[
\text{sgn}(t) = \begin{cases} 
1, & t > 0 \\
-1, & t < 0.
\end{cases}
\]  

(A.1)

The very important gate function \( p_a(t) \),

\[
p_a(t) = \begin{cases} 
1, & |t| < a \\
0, & |t| > a
\end{cases}
\]  

(A.2)

with its jump discontinuities at \( t = \mp a \) (see Fig. 7.2), can also be expressed in terms of the signum function as

\[
p_a(t) = \frac{1}{2} [\text{sgn}(t + a) - \text{sgn}(t - a)].
\]  

(A.3)

In the following discussion we will concentrate our effort on this basic signum function and the Gibbs' phenomenon associated with its truncated Fourier (integral) representation. For the Gibbs' phenomenon of the truncated series we will use the square wave function of (7.3.11), (A.16) as seen in Fig. 7.5 with its jump discontinuities at \( x = 0 \), \( x = \mp \pi \). We shall concentrate here on the analysis of the Gibbs phenomenon for both the Fourier integral and the Fourier series representation. However, due to lack of space, we shall in both cases refer to only the illustration of the latter in Figs. 7.6-7.8 and 7.14. More details including this treatment are in [456] (see also [380]).

Let us recall the Fourier integral representation of the gate function \( p_a(t) \), of Fig. 7.2,

\[
p_a(t) = \int_{-\infty}^{\infty} \frac{\sin 2\pi a f}{\pi f} e^{2\pi f t} df.
\]  

(A.4)
This gives us a means of computing for $p_a(t)$ via its Fourier transform $\frac{\sin 2\pi ft}{\pi f}$. However, in the actual numerical computations of this infinite integral representation (A.4), the moment we truncate its infinite limits to $-A, A$, with a gate function $p_A(f)$, we expect a Gibbs’ phenomenon for the resulting approximation of $p_a(t)$ near its jump discontinuities at $t = \pm a$. This is a windowing effect on $p_a(t)$ with a window $p_A(f)$, which results in convolving $p_a(t)$ with $\frac{\sin 2\pi At}{\pi t}$, the transform of $p_A(f)$ to give $p_{a,A}(t)$, 

$$p_{a,A}(t) = p_a(t) * \frac{\sin 2\pi At}{\pi t} = \int_{-\infty}^{\infty} \frac{\sin 2\pi A(t - \tau)}{\pi (t - \tau)} p_a(\tau) d\tau. \quad (A.5)$$

This result represents an exposure to convolving a continuous function $\frac{\sin 2\pi At}{\pi t}$ with a function $p_a(t)$ that has jump discontinuities. It is such jump discontinuities that will contribute an extra term $\gamma(t)$ as the source of the Gibbs’ phenomenon. Such a source of error $\gamma(t)$ can be well understood when isolated in the very basic representation of the signum function $\text{sgn}(t)$: once isolated, it is a simple matter to translate our understanding to the case of $p_a(t)$.

We will use the following integral:

$$\int_{0}^{\infty} \frac{\sin x}{x} dx = \frac{\pi}{2}, \quad (A.6)$$

which can be computed by direct complex integration and which makes the basis for the Fourier representation of $\text{sgn}(t)$.

If we let $x = 2\pi ft$ in the above integral, we have

$$\frac{\pi}{2} \int_{0}^{\infty} \frac{\sin 2\pi ft}{f} df = \begin{cases} 1, & t > 0 \\ -1, & t < 0 \end{cases} \equiv \text{sgn}(t) \quad (A.7)$$

as the Fourier (sine) integral representation of $\text{sgn}(t)$. The two different branches of $\text{sgn}(t)$ in (A.7) are easily obtained from (A.6), where the inte-
through an ideal low-pass filter with a $p_B(t)$ window.

$$\text{sgn}_B(t) = \frac{2}{\pi} \text{Si}(2\pi Bt) = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\sin 2\pi B(t-\tau)}{\pi(t-\tau)} \text{sgn}((\tau)) d\tau$$

(A.9)

with input $G(t) = \text{sgn}(t)$. Usually $G(t)$ is assumed to be continuous which allows $\lim_{B \to \infty} G_B(t) = G(t)$. In other words, $G_B(t)$ can be brought as close as we desire to the original continuous $G(t)$ by increasing $B$, the width of the truncating gate window. In contrast, as seen in Fig. A.II, the sine integral representation in $\text{sgn}_B(t)$ of (A.8) cannot be brought closer to $\text{sgn}(t)$ by increasing $B$. Indeed, and as we shall illustrate shortly, it turns out that by increasing $B$ we will only change the time scale in Fig. A.II, which will bring the peaks together without changing their relative magnitude. In fact, the size of the first maximum above $\pi/2$ of the Gibbs' phenomenon in Fig. A.II is about $9\%$ of the jump size $J = \pi$ at $t = 0$ regardless of how large we take $B$ to be. To derive and illustrate this phenomenon, we will find the locations and magnitudes of the first maximum and minimum of $\text{Si}(2\pi Bt)$. If we take the first derivative of $\text{Si}(2\pi Bt)$ in (A.8) and equate it to zero, we have

$$\frac{d}{d(2\pi Bt)} \text{Si}(2\pi Bt) = \frac{\sin 2\pi Bt}{2\pi Bt} = 0,$$

which has zeros at $t_n = \frac{\pi}{2B}$, the locations of the possible maxima and minima of $\text{sgn}_B(t)$. The first maximum is at $t_1 = \frac{\pi}{2B}$ whose magnitude can be found from substituting $t = t_1 = \frac{\pi}{2B}$ in (A.8) to have $\frac{2}{\pi} \text{Si}(\pi) = \frac{2}{\pi} \cdot \frac{\pi}{2} (1.17898) = 1.17898$ where $\text{Si}(\pi) = \frac{\pi}{2}(1.17898)$ is found from mathematical tables. Since the size of the jump at $t = 0$ is $\pi$, this maximum would represent $0.17898$ which is close to $9\%$ of the jump size as an overshoot from $\text{sgn}(\frac{\pi}{2B}) = 1$. We must note here that with the location of the extrema $t_n = \frac{\pi}{2B}$ in (A.8), their magnitudes $\frac{2}{\pi} \text{Si}(n\pi)$ for $\text{sgn}_B(t)$ are independent of $B$, the width of the truncation (gate) window. This should make clear that the Gibbs' phenomenon at a jump discontinuity of any kind cannot be remedied by merely increasing $B$ the width of the truncating gate function window used for $\text{sgn}_B(t)$ in (A.8).

The next extremum is a minimum at $t_2 = \frac{\pi}{2B}$ with a value from (A.8) as

$$\frac{2}{\pi} \int_0^{\pi} \frac{\sin x}{x} dx = \frac{2}{\pi} \text{Si}(2\pi) = \frac{2}{\pi} \cdot \frac{\pi}{2} (0.906)$$

which represents $(1 - 0.906)/2 = 0.047$ or about $4.7\%$ of the jump discontinuity at $t = 0$, as an undershoot from $\text{sgn}(\frac{\pi}{B}) = 1$ (see Fig A.II). The analysis of the Gibbs' phenomenon for more general functions, with jump discontinuities in the interior of the domain, will follow the same way. Such functions can be constructed from the signum function, or its combinations, by adding them to a continuous function. Thus in our attempt to find a possible remedy for the Gibbs' phenomenon, it is sufficient to stay with the more basic signum function.

\section{Error Analysis}

\subsection{A Possible Remedy for the Gibbs' Phenomenon}

We have already shown that there is no way that the Gibbs' effect disappears for the truncated Fourier representation $\text{sgn}_B(t)$ of the signum function with its jump discontinuity at zero. So the only alternative is to replace $\text{sgn}(t)$ by a continuous function which approaches $\text{sgn}(t)$ as $B \to \infty$.

A practical justification for such change of the function is that we may look at two different functions (signals) with the same band limit $B$ and may call them equivalent by insisting that their transforms on $(-B, B)$ carry the same energy $\int_{-B}^{B} |G(f)|^2 df$. The first, and obvious, choice is to replace the part of $\text{sgn}(t)$ on $(-T_1, T_1) = (-\frac{1}{2B}, \frac{1}{2B})$ around $t = 0$ in Fig. 7.3 by a straight line as indicated in Fig. A.III.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figa.png}
\caption{A possible remedy for the Gibbs' phenomenon—approximating \text{sgn}(t) by a continuous function $\text{sgn}_{1}(t)$.}
\end{figure}

The new function $\text{sgn}_{1}(t)$ can be shown as the result of convolving $\text{sgn}(t)$ with the gate function $B_{\frac{1}{2B}}(t)$,

$$\text{sgn}_{1}(t) = \text{sgn}(t) * B_{\frac{1}{2B}}(t)$$

$$= \int_{-\infty}^{\infty} p_{\frac{1}{2B}}(t-\tau) \text{sgn}(\tau) d\tau$$

$$= \frac{1}{2B} \int_{-\frac{1}{2B}}^{\frac{1}{2B}} \text{sgn}(\tau) d\tau$$

\begin{equation}
= \begin{cases} 
1, & t > \frac{1}{2B} \\
-1, & t < \frac{1}{2B} \\
2Bt, & -\frac{1}{2B} < t < \frac{1}{2B} 
\end{cases}
\end{equation}

(A.10)

after noting that $p_{\frac{1}{2B}}(t-\tau) = 0$ for $|t-\tau| > 1/2B$ (or for $\tau < t - 1/2B$ and $\tau > t + 1/2B$), and performing the last integration.

We can see from the last integral in (A.10) that $\text{sgn}_{1}(t)$ is also the result of averaging $\text{sgn}(t)$, with constant weight 1, over intervals of width $2 \cdot \frac{1}{2B} =
where \( \frac{1}{2B} \) is the location of the first overshoot (maximum) of the Gibbs’ phenomenon near the jump discontinuity at \( t = 0 \). In the following we will show how such an averaging process as \( \text{sgn}_{\sigma_1}(t) \) results in a reduced Gibbs’ effect.

The Fourier transform of this averaged function \( \text{sgn}_{\sigma_1}(t) \), is the following product of \( \frac{1}{j\pi f} \), the transform of \( \text{sgn}(t) \), and \( B \frac{\sin(\pi/B)f}{\pi f} \) the transform of \( Bp_{1/2B}(t) \):

\[
F_{\sigma_1}(f) = \frac{1}{j\pi f} B \frac{\sin(\pi/B)f}{\pi f}, \tag{A.11}
\]

\[
\text{sgn}_{\sigma_1}(t) = \int_{-\infty}^{\infty} \frac{1}{j\pi f} B \frac{\sin(\pi/B)f}{\pi f} e^{j2\pi ft} dt. \tag{A.12}
\]

where we have used \( F \{ \text{sgn}(t) \} = \frac{1}{j\pi f}, j = \sqrt{-1} \).

Now if the truncation for this infinite integral representation of (the continuous) \( \text{sgn}_{\sigma_1}(t) \) is done with a gate window \( p_A(f) \), we have its band-limited approximation:

\[
\text{sgn}_{\sigma_{1,A}}(t) = \int_{-A}^{A} \frac{1}{j\pi f} B \frac{\sin(\pi/B)f}{\pi f} e^{j2\pi ft} df \tag{A.13}
\]

\[
= \int_{-\infty}^{\infty} \frac{2\pi A(\pi(t - \tau)}{\pi(t - \tau)} \text{sgn}_{\sigma_1}(\tau) d\tau.
\]

In contrast to \( \text{sgn}_{B}(t) \) in (A.9), where the input to the truncation gate window was a discontinuous \( \text{sgn}(t) \), we have here its modification (averaged) as a continuous input \( \text{sgn}_{\sigma_1}(t) \). This would allow \( \text{sgn}_{\sigma_{1,A}}(t) \) to get as close as we wish to \( \text{sgn}_{\sigma_1}(t) \) of \( \text{sgn}(t) \).

It is important to find the relation between \( \text{sgn}_{B}(t) \) of (A.8), with its Gibbs’ phenomenon, and \( \text{sgn}_{\sigma_{1,A}}(t) \), the approximation to \( \text{SGN}_{\sigma_1}(t) \) the continuous replacement of \( \text{sgn}(t) \).

From the first integral of (A.13) we have

\[
\text{sgn}_{\sigma_{1,A}}(t) = 2 \int_{0}^{A} B \frac{\sin(\pi/B)f}{\pi f} \sin 2\pi ft df. \tag{A.14}
\]

since the Fourier-transformed function in the first integral in (A.13) is an odd function. If we choose \( A = B \), we can compare the above result with that of \( \text{sgn}_{B}(t) \) in (A.8):

\[
\text{sgn}_{B}(t) = \frac{2}{\pi} \int_{0}^{\pi} \frac{\sin x}{x} dx.
\]

With \( A = B \) and \( 2\pi ft = x \) in (A.14) we have

\[
\text{sgn}_{\sigma_{1,B}}(t) = 2 \int_{0}^{B} \frac{\sin(\pi/B)f}{(\pi/B)f} \frac{\sin 2\pi ft}{\pi f} df \tag{A.15}
\]

\[
= \frac{2}{\pi} \int_{0}^{2\pi B} \sin(1/2Bt)x \sin x \frac{dx}{(1/2Bt)x}. \]

7. Error Analysis

If we compare (A.8) with (A.15), we note that the above averaging or smoothing process for managing the Gibbs’ phenomenon of \( \text{sgn}(t) \), as in (A.15), introduces a decaying factor \( \frac{\sin(1/2Bt)x}{(1/2Bt)x} \) inside the sine integral. This factor seems to have brought the sine integral to a balance close to \( \text{sgn}(t) \). For example, at \( t_1 = \frac{1}{2B} \), where (A.8) has a maximum as \( \text{sgn}_{B}(1/2B) = \frac{2}{\pi} \sin(\pi) \), we now have from (A.15)

\[
\text{sgn}_{\sigma_{1,B}} \left( \frac{1}{2B} \right) = \frac{2}{\pi} \int_{0}^{\pi} \left[ \frac{\sin x}{x} \right]^2 dx,
\]

where the integrand decays much faster than the \( \sin(x)/x \) of \( \text{sgn}_{B}(t) \), hence yielding a lower value than that of \( \frac{2}{\pi} \sin(\pi) \).

The first integral (A.13) suggests that the averaging process seems to have made the Fourier transform of the original function tend more toward a band-limited function (see the extra \( 1/f \) factor in the integrand). This is in general due to the convolution by \( p_{1/2B}(t) \) in the time space, which enlarges the domain of the resulting function (see (A.10)) and according to the uncertainty principle causes a narrowing in the frequency space domain. This is in the direction of helping the truncation process, which is good as long as it does not change the main character of the original signal function, in particular the fast rise from 0 to 1 near \( t = 0 \). In the present case the averaging is done with the flat top \( p_{1/2B}(t) \) which has affected the original function only to close the discontinuity at \( t = 0 \), where it replaced the jump discontinuity by a line of slope \( 2B \).

What remains is to see if, in the light of the above analysis for the Gibbs’ phenomenon, we can suggest further improvement to the above averaging remedy. We precede such improvement by stating that the above \( \sigma_1 \)-averaging process moves the location of the extrema further away from the discontinuity as can be shown from differentiating \( \text{sgn}_{\sigma_{1,B}}(t) \) in (A.15) (see (A.8)).

The most direct way for further improvement is to repeat the averaging process, which should decrease the magnitude of the extrema. The \( n \) times repeated averaged of \( \text{sgn}(t) \) would amount to convolving it \( n \) times with \( p_{1/2B}(t) \). This is equivalent to convolving \( \text{sgn}(t) \) with the hill function \( \phi_n(t) \) (B-spline) of order \( n \), since the latter is defined as the \( n \) - 1th self-convolution of the gate function \( p_{1/2B}(t) \). We could also look at this process as averaging with a weight which is a spline of order \( n \) instead of (the flat top) \( Bp_{1/2B}(t) \) used in the above analysis. The convolution of \( \text{sgn}(t) \) with \( \phi_n(t) \) would amount to multiplying inside its integral in (A.15) by \( \sigma_n = \left[ \frac{\sin(\pi/Bf)}{(\pi/Bf)} \right]^n \) as the transform of \( B^n \phi_n(t) = B^n (p_{1/2B}* \cdots * p_{1/2B})(t) \).

There is no doubt that such a self-truncating factor inside the integral would improve its convergence to give smoother results. However, the wider domain of the higher order hill function \( \varphi_n(t) \) would cause a slower rise for
the approximate function near the jump discontinuity. This is not an extremely difficult problem since it can be remedied by increasing \( B \), which, of course, will increase the number of computations. The latter is not much of a price to pay when we are using the fast Fourier transform (FFT). Figure A.11 (which is the same as Fig. 7.13 in Subsection 7.3.2) also illustrates such remedy for the most familiar case of the Gibbs' phenomenon in the (truncated) Fourier series approximation of the square wave function near its jump discontinuity at \( x = 0 \), where it was discussed in Subsection 7.3.2.

In the next section, we will treat the Gibbs' phenomenon for the Fourier series approximation of (periodic) functions with jump discontinuities. The analysis will follow much in parallel to that of the integrals, where the \( \sigma_n \) factor improvements are illustrated for the (periodic) square wave of Fig. 7.5. In essence, the numerical computations show a larger rise time near \( t = 0 \), but much smoother approximation with \( \sigma_2 \) than that of \( \sigma_1 \) (Fig. 7.8). With \( \sigma_0 \) the rise time doubled that of \( \sigma_3 \) but the accuracy is exceedingly better when the same number of terms was used for both cases (see Fig. 7.14).

**THE GIBBS' PHENOMENON IN FOURIER SERIES APPROXIMATION**

Now we turn to the usual Gibbs' phenomenon of the truncated Fourier series for periodic functions with jump discontinuities. The example we take is that of the square wave of unit amplitude on \((-\pi, \pi)\) as illustrated in Fig. 7.5,

\[
f(t) = \begin{cases} 
1, & 0 < t < \pi \\
-1, & -\pi < t < 0.
\end{cases}
\]  

(A.16)

whose Fourier sine series is

\[
f(t) \sim \frac{4}{\pi} \sum_{n=1}^{\infty} \frac{1}{2n-1} \sin((2n-1)t).
\]  

(A.17)

The \( N \)th partial sum,

\[
S_N(t) = \frac{4}{\pi} \sum_{n=1}^{N} \frac{1}{2n-1} \sin((2n-1)t).
\]  

(A.18)

is illustrated for \( N = 5 \) in Fig. 7.6, and for \( N = 10, 40 \) in Figs. 7.7 and 7.8.

To find the locations of the extrema of the Gibbs' phenomenon of \( S_N(t) \) in (A.18), we will express the \( S_N(t) \) as an integral, then follow the last section's analysis used with the Fourier integral approximation of the signum function in (A.8).

Inside the partial sum \( S_N(t) \) in (A.18) we can write

\[
\frac{\sin((2n-1)t)}{(2n-1)} = \int_0^t \cos((2n-1)x)dx
\]  

(A.19)

7. Error Analysis
to have

\[
S_N(t) = \frac{4}{\pi} \sum_{n=1}^{N} \int_0^t \cos((2n-1)x)dx;
\]  

(A.20)

and after interchanging the integral and sum we have

\[
S_N(t) = \frac{4}{\pi} \int_0^t \left( \sum_{n=1}^{N} \cos((2n-1)x) \right) dx.
\]  

(A.21)

But we can also show that the sum inside (A.21) is \( \sin 2N\pi/2 \sin x \) by simply writing

\[
2 \sin x \sum_{n=1}^{N} \cos((2n-1)x) = \sum_{n=1}^{N} 2 \sin x \cos((2n-1)x)
\]

\[
= \sum_{n=1}^{N} \sin((2n-1+1)x + \sin((1-2n+1)x)
\]

\[
= \sum_{n=1}^{N} \sin(2nx - \sin(2n-2)x)
\]

\[
= \sin 2x + \sin 4x - \sin 2x + \sin 6x - \sin 2Nx - \sin(2N-2)x
\]

\[
= \sin 2N\pi x
\]  

(A.22)

after using simple trigonometric identities that helped in the cancellation of all terms except \( \sin 2N\pi x \). From (A.21) and (A.22), we have

\[
S_N(t) = \frac{2}{\pi} \int_0^t \frac{\sin 2N\pi x}{\sin x} dx.
\]  

(A.23)

To search for the extrema of the Gibbs' phenomenon, as we did for the truncated Fourier integrals in (A.8), we differentiate \( S_N(t) \) with respect to \( t \) to have

\[
\frac{dS_N(t)}{dt} = \frac{2 \sin 2N\pi t}{\pi \sin t}
\]

which has its extrema at \( t_k = \frac{k\pi}{2N} \) with the first maximum at \( t_1 = \frac{\pi}{2N} \), as may be seen in Fig. 7.7 with \( N = 10 \).

The magnitude of the first maximum can be evaluated from (A.23) with \( t_1 = \frac{\pi}{2N} \) as

\[
S_N(\frac{\pi}{2N}) = \frac{2}{\pi} \int_0^\frac{\pi}{2N} \frac{\sin 2N\pi x}{\sin x} dx.
\]  

(A.24)

which can be computed numerically. If \( N \) is large enough, then we are integrating in (A.24) over a small interval \((0, \frac{\pi}{2N})\) where \( x \) is small enough
to allow the approximation of \( \sin x \approx x \), and thus the integral (A.24) can be approximated by the following sine integral:

\[
S_N \left( \frac{\pi}{2N} \right) \approx \frac{2}{\pi} \int_0^{\pi/2N} \frac{\sin 2N x}{\sin x} \, dx, \quad N \text{ large}
\]

\[
= \frac{2}{\pi} \int_0^{\pi/2N} \frac{\sin y}{y} \, dy = \frac{2}{\pi} \text{Si}(\pi)
\]

\[
= \frac{2}{\pi} \left( 1.17805 \right) = 1.17898.
\]

as we had found before using \( \text{Si}(\pi) \). It is interesting to note that for the Fourier integrals the maximum truncation error was 9%, and was independent of the size \( 2\pi B \) of the truncation window, whereas for the Fourier series here it is a lower bound of 9% attained as \( N \to \infty \). For smaller \( N \), we see \( \sin x < x \) which makes \( S_N(\pi/2N) \) larger than 1.18, even an even larger overshoot of the Gibbs’ effect. The same type of analysis can be done for the Gibbs’ phenomenon near the discontinuity at \( t = \pi \). Figure 7.7 illustrates this Gibbs’ phenomenon with \( N = 10 \) as well as the following \( \sigma_1 \) averaging for reducing it.

As to the remedy for removing this Gibbs’ phenomenon, it should be of the same nature as the one we used for the Fourier integral representation, namely, to modify by removing the jump discontinuity. This means that we approximate the discontinuous function by a function which is continuous in a small neighborhood around the jump discontinuity at \( x = 0 \) by a straight line on the interval \( (-\pi/2N, \pi/2N) \) as we did for the signum function \( \text{sgn}(t) \) around \( t = 0 \) in Fig. A.III. This again would mean averaging the function over intervals of width \( \frac{\pi}{N} \) or convolving the function with \( p_{\pi/2N}(t) \). The latter modification is also equivalent to multiplying the Fourier coefficients \( 4 \pi \frac{1}{2n-1} \) of the original function in (A.18) by \( \frac{\sin((2n-1)\pi/2N)}{(2n-1)^2} \) (as Fourier coefficients of the Fourier expansion of \( N p_{\pi/2N}(t) \) on \( (-\pi, \pi) \)). Therefore, the \( \sigma_1 \)-average of the partial sum \( S_N(t) \) becomes

\[
S_{\sigma_1, N}(t) = \frac{N}{\pi} \int_{-\pi/2N}^{\pi/2N} S_N(x) \, dx
\]

\[
= \frac{N}{\pi} \int_{-\pi/2N}^{\pi/2N} \frac{4}{\pi} \sum_{n=1}^{N} \frac{1}{2n-1} \sin((2n-1)x) \, dx
\]

\[
= 4 \frac{N}{\pi^2} \sum_{n=1}^{N} \frac{1}{2n-1} \int_{-\pi/2N}^{\pi/2N} \sin((2n-1)x) \, dx
\]

\[
= 4 \frac{N}{\pi^2} \sum_{n=1}^{N} \frac{1}{2n-1} \left[ \frac{-\cos((2n-1)x)}{2n-1} \right]_{x=-\pi/2N}^{x=\pi/2N}
\]

\[
= 4 \frac{N}{\pi^2} \sum_{n=1}^{N} \frac{1}{2n-1} \left[ \frac{-\cos((2n-1)\pi/2N)}{2n-1} + \frac{\cos((2n-1)\pi/2N)}{2n-1} \right]
\]

\[
= 4 \frac{N}{\pi^2} \sum_{n=1}^{N} \frac{1}{2n-1} \left[ \frac{\sin((2n-1)\pi/2N)}{2n-1} \right]
\]

As we mentioned in Subsection 7.3.2, we observe that the averaging process introduces a \( \frac{\sin((2n-1)\pi/2N)}{(2n-1)^2} \) “decaying” factor to the original coefficients of the series (A.18), which is exactly analogous to the development of the Fourier integrals in (A.15). This \( \sigma_1 \)-averaging of the Gibbs’ phenomenon is illustrated near the jump discontinuity \( t = 0 \) in Fig. 7.7, where a ten-term \( (N = 10) \) series was used.

A Possible Improvement for Reducing the Gibbs’ Phenomenon

As to further improvements in eliminating the Gibbs’ phenomenon, we suggest the same repeated averagings that were employed in the previous case of the Fourier integral representation. The \( m \) repeated averagings are equivalent to convolving the function \( m \) times with \( N p_{\pi/2N}(t) \), which in turn will introduce the self-truncating factor

\[
\sigma_m = \left[ \frac{\sin((2n-1)\pi/2N)}{(2n-1)^2} \right] \ marin
\]

\[\text{(A.26)}\]

to the Fourier coefficients of \( S_N(t) \) in (A.18). Figure 7.8 illustrates the Gibbs’ phenomenon and the improvements attained by applying \( \sigma_1 \) and \( \sigma_2 = \sigma_1^2 \) averagings with \( N = 40 \). The important initial case of \( m = 1 \) is due to Lancos [380]. Figure 7.14 clarifies how smooth the higher averagings \( (m = 2, 3, 6) \) are compared to the \( \sigma_1 \)-averaging.

We note that with the \( \sigma_1 \) factor, the oscillations of the Gibbs’ phenomenon decrease: moreover, with \( \sigma_3 \), in Fig. 7.14, we observe that they have almost disappeared. The only minor drawback to \( \sigma_3 \) and its excellent accuracy is that it has about double the rise time as that of \( \sigma_1 \). However, this can be made up for by doubling \( N \) to have the same or better rise time than that of \( \sigma_1 \) as we illustrate in Fig. 7.14 for \( \sigma_1 \) with \( N = 20 \) and \( \sigma_3 \) with \( N = 40 \). In Fig. 7.14 we also illustrate the \( \sigma_6 \) case with \( N = 80 \) while it still has double the rise time compared to that of \( \sigma_3 \) with \( N = 40 \), it also has very high accuracy for approximating the original square wave function where it is continuous.

The Gibbs’ Phenomenon for General Orthogonal Expansion and Its Possible Remedy

As discussed in Subsection 7.3.2, the above detailed analysis of the Gibbs phenomenon in this Appendix was done here, primarily, for the purpose of setting the background for discussions and parallel analytical treatment regarding the same Gibbs’ type phenomena for the general orthogonal ex-
pansion. Such illustrations and discussions were done for the Fourier-Bessel series, as an example, at the end of Subsection 7.3.2 (see Figs. 7.9, 7.12 and the figures in [366]).

In summary, we presented the \( \sigma^m \)-averaging as a remedy to the Gibbs phenomenon of the (trigonometric) Fourier series (or integrals). We used the transform of the hill function \( \phi_{m+1}(x) \) in (7.1.47) (on a very narrow window around the jump discontinuity) as the modifying factor inside the series representing the function with jump discontinuity.

In a very close parallel to this treatment, the remedy for the Gibbs phenomenon of the general orthogonal expansions (or transforms) lies in using the transform of the generalized hill function \( \psi_{m+1}(x) \) in (7.1.52) for a modifying (decaying) factor inside the series (or integral) representing the function with jump discontinuity. More recent tentative results in this direction are promising.
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This volume is a companion to *Introduction to Shannon Sampling and Interpolation Theory* by Robert J. Marks II. The chapters, each by a leading researcher in the field, are concerned with the sampling and subsequent restoration of signals and images. M.J. Bastiaans gives an overview of Gabor’s expansion and its application to the sampling of sliding-window time-frequency representations. A highly readable and comprehensive overview of application of Shannon sampling theory in optics is provided by F. Gori. K.F. Cheung eloquently extends Papoulis’ generalization of the sampling theorem to higher dimensions with some unexpected and useful results concerning minimal sampling densities. A number of theorems useful for restoration when samples are not uniformly spaced are cataloged by F. Marvasti. P.L. Butzer and R.L. Stens show how the future of a signal can be predicted using samples from its past. H. Stark presents polar and spiral sampling theory, which is useful in tomography. He also illustrates use of alternating projections onto convex sets in sampling theory. Sampling errors are analyzed by A.J. Jerri using Kramer’s generalization of the sampling theorem. The book concludes with a comprehensive bibliography of over one thousand references, making it an invaluable research tool as well as an excellent information source for students planning further research in the field.